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a b s t r a c t

This paper considers the problem of unsupervised segmentation and approximation of digital curves and
trajectories with a set of geometrical primitives (model functions). An algorithm is proposed based on a
parameterized model of the Rate–Distortion curve. The multiplicative cost function is then derived from
the model. By analyzing the minimum of the cost function, a solution is defined that produces the best
possible balance between the number of segments and the approximation error. The proposed algorithm
was tested for polygonal approximation and multi-model approximation (circular arcs and line segments
for digital curves, and polynomials for trajectory). The algorithm demonstrated its efficiency in com-
parisons with known methods with a heuristic cost function. The proposed method can additionally be
used for segmentation and approximation of signals and time series.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Polygonal approximation of digital curves is used in image
processing, computer graphics, pattern recognition, data retrieval,
CAD, GIS, shape analysis and encoding. In all above applications,
it is used to reduce the amount of data that need to be processed,
stored and transmitted. In addition to polygonal approximation,
signals, curves and trajectories can be approximated with non-
linear functions like arcs, polynomials and splines [1–7]. There are
two main approaches [8] to the problem of shape representation
with a polygonal curve: (1) identification of the dominant points
as vertices of the approximating polygon, or (2) approximation of
the segments of the input curve with a continuous sequence of
line segments. The former approach is based on analysis of the
curvature or other features to identify the corner points of the
curve [9–13]. The approach has the drawback that the algorithms
are sensitive to contour noise and often include input or hidden
parameters. When using the latter approach, the problem of the
approximation of digital curves is usually formulated in one of the
following two forms [7,14]:

(1) Min-# problem: With a given constraint on the approxima-
tion error, approximate a curve with the minimum number of line
segments (the description length).

(2) Min-ε problem: With a given number of approximating line
segments M (description length R), approximate the input curve
with a minimum approximation error.

The solution to the problem depends on the error measure in
use. For an error measure of L1 (the maximum deviation) the
solution can be found with the following heuristic [15–20] or
optimal algorithms [21–24]. With L2-norm (Integral Square Error,
ISE), the problem can be solved with heuristic [20,25] or optimal
algorithms [26–31].

Thus, an approximation can be found if the number of seg-
ments M (the description length R) or the error bound ε0 is known.
However, before an approximation can be formed, we need to
know the most suitable value of the input parameter and how
many segments are required to represent the curve adequately.
Therefore, a method is needed that determines the input para-
meter of the approximation algorithm for a concrete curve.

A possible approach to the problem is to find a balance
between the number of segments M and the approximation error
E by introducing a cost function that incorporates both M and E.
For an additive error measure L2, the Lagrange multiplier method
can be used. The Lagrange multiplier algorithm searches for a
solution with a minimal value of the additive cost function
C¼E2þλM [2,4,5,32], where E2 is the Integral Square Error. The
trade-off between the number of segments M and the Integral
Square Error E2 is controlled by means of the user-defined
heuristic Lagrange multiplier λ.

In [9], a multiplicative criterion Figure of Merit (FOM) was
introduced for evaluating solutions that have been obtained by
using heuristic algorithms for polygonal approximation: FOM¼E2M.
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Later, this criterion was presented as an “optimization error” [10],
“weighted sum of square error” [11] and “compromise ratio” [13].
However, Rosin [33] has demonstrated that the two terms, M and
E2, in the FOM are not balanced – the heuristic criterion gives
solutions with too many linear segments. In the modified criterion
FOM-n (n¼2 or 3) proposed in [12], the number of segmentsM was
penalized by raising it to a power n that would have the effect of
reducing this bias: FOM�n¼ E2M

n:

The criterion FOM-2 was proposed earlier [17], as the “relative
error”, in the following form: Er ¼M

ffiffiffiffiffi
E2

p
, but this publication

remained unnoticed. Although originally created as a criterion for
evaluating heuristic algorithms [8,12,17,25], the criterion FOM-n
has been used for determining the number of linear segments
[20,34–36]. However, it is still not clear which value of the
parameter n is more appropriate, n¼2 or n¼3.

For approximation with the error measure L1, the multiplica-
tive criterion “weighted maximum error”, WE1 was introduced in
[11]: WE1 ¼ E1M: The modified Figure of Merit (MFOM-3) was
proposed in [19]. The criterion incorporates the criterion FOM-2
and the maximum deviation E1 with the number of segments M
as follows:

MFOM-2¼MFOM-2E1M ¼ E2E1M3 ð1Þ
In the algorithm [19], the set of polygonal approximating

curves was sequentially constructed for input contour with a
heuristic algorithm for increasing error tolerance for maximum
deviation until the first local minimum of the MFOM-3 criterion is
reached.

In this paper, we approach the problem from another angle.
Based on the fractal properties of curves, we first construct a

parameterized model of the approximation error as a function of
the number of segments M. Then, we derive a multiplicative cost
function for approximation with error measures L2 and L1. The
minimum of the cost function gives us the optimal number and
type of approximating segments.

The paper is organized as follows. Section 2 discusses the
problem of segmentation and approximation of curves. In
Section 3, we introduce a parameterized model of the Rate–
Distortion. Section 4 presents a criterion that gives a solution to
the problem in question. Section 5 sets out the results of our
experiments for test curves. Section 6 presents the conclusions.

2. Rate–Distortion curve

An open planar N-vertex curve P is defined as ordered set of
points: P¼{p(1), …, p(N)}, where p(n)¼(x(n), y(n)). The polygonal
curve P is approximated by another polygonal curve Q¼{q(1), …, q
(Mþ1)} with M linear segments, where q(m)¼p(im).

The approximation error with the measure L1 for a curve
segment {p(im), …, p(imþ1)} is defined as the maximum of the
Hausdorff distance dH between points p(n) of the curve segment
and the corresponding approximating linear segment S(im, imþ1)
defined by the points p(im) and p(imþ1). Maximum deviation for
the curve P is defined as follows:

δðMÞ � E1ðMÞ ¼ max
1rmrM

max
im rnr imþ 1

fdHðpðnÞ; Sðim; imþ1ÞÞg
� �

: ð2Þ

The approximation error with the measure L2 for a curve
segment {p(im), …, p(imþ1)} is defined as the sum of squared

Fig. 1. General scheme of the full-search DP algorithm for polygonal approximation for error measures L2 (left) and L1 (right) [26]. M.
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