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a b s t r a c t

In this paper, we proposed a new set of moments based on the Bessel function of the first kind, named

Bessel–Fourier moments (BFMs), which are more suitable than orthogonal Fourier–Mellin and Zernike

moments for image analysis and rotation invariant pattern recognition. Compared with orthogonal

Fourier–Mellin and Zernike polynomials of the same degree, the new orthogonal radial polynomials

have more zeros, and these zeros are more evenly distributed. The Bessel–Fourier moments can be

thought of as generalized orthogonalized complex moments. Theoretical and experimental results show

that the Bessel–Fourier moments perform better than the orthogonal Fourier–Mellin and Zernike

moments (OFMMs and ZMs) in terms of image reconstruction capability and invariant recognition

accuracy in noise-free, noisy and smooth distortion conditions.

& 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Moments due to its ability to represent global features have
been used in a variety of applications in image analysis, such as
visual pattern recognition [1,2], object classification [3], template
matching [4], robot sensing techniques [5], image watermarking
[6] and edge detection [7]. Among the different types of moments,
Cartesian geometric moments and their extensions in the form of
complex moments and radial moments have played important
roles. However, these regular moments are not orthogonal.
Consequently, the reconstruction of image from these moments
is quite difficult and computationally expensive. Moreover, it has
a certain degree of information redundancy and high sensitivity to
noise [8].

Teague [9] suggested the orthogonal moments based on
orthogonal polynomials to overcome the problems associated
with the regular moments, such as Zernike and Legendre
moments. Zernike moments are able to store image information
with minimal information redundancy and have the property of
being rotation invariant. It has been widely used in character
recognition [10] and image watermarking [11]. Revaud et al. [12]
proposed an improved Zernike moments for 2D/3D object
recognition. The improved algorithm is more robust against noise

and geometric deformation. Legendre moments are constructed
using the Legendre polynomials [9]. Teh et al. [13] and Mukundan
et al. [14] studied the image representation capability, informa-
tion redundancy, noise sensitivity and computational aspect of
Lengdre moments. Yang et al. [15] used Legendre moments for the
analysis of grey level images.

Sheng et al. [16] introduced orthogonal Fourier–Mellin
moments (OFMMs) based on a new set of radial polynomials
and showed that orthogonal Fourier–Mellin moments have better
performance than Zernike moments in terms of image recon-
struction capability and noise sensitivity. Kan et al. [10] used the
orthogonal Fourier–Mellin moments for invariant character
recognition. Papakostas et al. [17] proposed an efficient algorithm
for the computation of the orthogonal Fourier–Mellin moments.

The discrete orthogonal moments have been proposed
recently. Mukundan et al. [18] introduced a set of discrete
orthogonal moment functions based on the discrete Tchebichef
polynomials, their study shows that the implement of discrete
orthogonal moments does not involve any numerical approxima-
tions since the basis functions will exactly satisfy the orthogonal
property and yield a superior image reconstruction result.
Similarly, other classical discrete orthogonal moments such as
Krawtchouk moments [19], dual Hahn moments [20] and Racah
moments [21] have been proposed more recently. Legendre,
Tchebichef, Krawtchouk, dual Hahn and Racah moments all fall
into the same class of orthogonal moments defined in the
Cartesian coordinate space, where moment invariants particularly
rotation invariants are not readily available. However, Zernike
and orthogonal Fourier–Mellin moments are defined in polar
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coordinate, rotating the image does not change the magnitude of
its moments, its rotation invariant.

In this paper, another new set of orthogonal moments defined
in polar coordinate is proposed, namely Bessel–Fourier moments
(BFMs). It is based on the Bessel function of the first kind.
Similar to Zernike and orthogonal Fourier–Mellin moments, it is
easy for image reconstruction and rotation invariant recognition.
However, it has better performance than Zernike and orthogonal
Fourier–Mellin moments in terms of images reconstruction
capability and invariant recognition accuracy due to its good
orthogonality. It can be used for rotation-invariant object
recognition, (i.e., character or butterfly pictures recognition).

This paper is organized as follows. In Section 2, the definitions
of Bessel function of the first kind, Bessel–Fourier moments
and Bessel–Fourier moments invariants are presented. Section 3
discusses the properties and performance comparison of Bessel–
Fourier, orthogonal Fourier–Mellin and Zernike moments. The
comparative analysis of the proposed approach with orthogonal
Fourier–Mellin and Zernike moments in terms of the
image reconstruction capability, recognition accuracy and
computational time is provided in Section 4. Section 5 concludes
the paper.

2. Bessel–Fourier moments

Bessel–Fourier moments are a set of moments based on the
Bessel function of the first kind. In this section the definition of
Bessel function of the first kind is provided, and then the Bessel–
Fourier moments and Bessel–Fourier moments invariant are
introduced.

2.1. Bessel function of the first kind

The definition of the Bessel function of the first kind is as
follows [22,23]:
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where v is a real constant, GðaÞ is the gamma function, 0F1 is the
generalized hypergeometric function. The Bessel function is the
solution of the Bessel’s equation
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and has the following recurrence relations [24]:

Jv�1ðxÞþ Jvþ1ðxÞ ¼
2v

x
JvðxÞ ð3Þ

2.2. Bessel–Fourier moments

We define the Bessel–Fourier moments using Bessel function
of the first kind in the polar coordinate as

Bnm ¼
1

2pan

Z 2p
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f ðr,yÞJvðlnrÞexpð�jmyÞr dr dy ð4Þ

where f(r,y) is the image and n¼ 0,1,2, . . . , m¼ 0,71,72, . . . is
the moment order, an ¼ ½Jvþ1ðlnÞ�

2=2 is the normalization con-
stant. JvðlnrÞ is the Bessel polynomial in r of degree n, ln is the n-th
zero of Jv(r). A plot of the polynomial J1ðlnrÞ is given in Fig. 1(a),
and the set of JvðlnrÞ is orthogonal over the range 0rrr1.Z 1

0
rJvðlnrÞJvðlkrÞdr¼ andnk ð5Þ

where dnk is the Kronecker symbol, rA ½0,1� is the size of the
objects that can be encountered in a particular application. Hence
the basis functions JvðlnrÞexpð�jmyÞ of the Bessel–Fourier

Fig. 1. (a) Radial polynomial J1(lnr) of the Bessel–Fourier moments with

n¼0,1,y,9; (b) radial polynomial Qn(r) of the orthogonal Fourier–Mellin moments

with n¼0,1,y,9 and (c) Zernike radial polynomial Rjmjn ðrÞ with m¼10 and

n¼10,12,y,28.
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