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a b s t r a c t

In this paper, we propose a general regularization framework for multiclass classification based on

discriminant functions. Since the objective function in the primal optimization problem of this

framework is always not differentiable, the optimal solution cannot be obtained directly. With the aid

of the deterministic annealing approach, a differentiable objective function is derived subject to a

constraint on the randomness of the solution. The problem can be approximated by solving a sequence

of differentiable optimization problems, and such approximation converges to the original problem

asymptotically. Based on this approach, class-conditional posterior probabilities can be calculated

directly without assuming the underlying probabilistic model. We also notice that there is a connection

between our approach and some existing statistical models, such as Fisher discriminant analysis and

logistic regression.

& 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Multiclass classification is pervasive in many machine learning
applications. The problem can be formulated precisely as follows.
Given a training set of n labeled examples, T ¼ fðxi; ciÞg

n
i ¼ 1, where

each input vector xi is drawn from some input space X �Rd and
the corresponding class label ci is drawn from some index set
I ¼ f1; . . . ;Cg with CZ2, we build a classifier which can be
regarded as a mapping f : X-I that assigns a class label in I to
each vector in X . We say a training example ðxi; ciÞAT is correctly
classified by the classifier if f(xi) = ci.

Many multiclass classification methods have been proposed
over the past few decades. Generally speaking, these methods can
be grouped into two main categories:

� The first category is referred to as the single-machine approach
[1] which addresses the problem by formulating it as a single
optimization problem to solve. Logistic regression [2], Fisher
discriminant analysis (FDA) [3] and relevance vector machine
(RVM) [4] are some examples that belong to this category
using the probabilistic approach. In recent years, due to the
success of support vector machines (SVM) [5] for binary
classification applications, many methods have been proposed
to extend the original two-class SVM for multiclass classifica-
tion, e.g., [6–10].

� The second category includes one-vs-all (OVA), all-vs-all (AVA)
and error-correcting [11] approaches. The common character-
istic of these approaches is that multiple binary classifiers are
trained separately. When we classify a new example, its class
label is determined by the outputs from these binary
classifiers. The OVA approach requires training C real-valued
binary classifiers, each of which is for distinguishing the
examples in one class from those in all other classes. For AVA,
ðC2Þ binary classifiers are trained and each classifier is used for
separating a pair of classes. The error-correcting approach uses
ideas from the error-correcting coding theory. It chooses a
collection of binary classifiers for training and uses a strategy
to generate class labels by combining the results from binary
classifiers. An obvious drawback of these approaches is the
high computation cost required for training many binary
classifiers. Different multiclass classification algorithms have
been compared [12–14]. Based on many carefully controlled
experiments, Ref. [1] defended the OVA approach by showing
that OVA can be as accurate as any other state-of-the-art
multiclass classification method provided that the underlying
binary classifiers are well tuned.

In this paper, we propose a novel regularization framework for
multiclass classification based on discriminant functions. Our
method belongs to the first category based on the single-machine
approach. It is a general formulation in the sense that it can work
with different loss functions and discriminant functions. The
empirical risk function we try to minimize is not differentiable,
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thus, the optimization for the solution is not straightforward. We
apply deterministic annealing to solve this optimization problem.

The deterministic annealing approach has demonstrated
substantial performance improvement in many clustering, classi-
fication and optimization problems [15–19]. It is an attractive
approach with two important advantages: (a) It can minimize a
cost function even when its gradient vanishes almost everywhere.
(b) It can avoid many poor local minima in the cost function. The
deterministic annealing approach for optimization has been
strongly inspired by analogies to statistical physics [20]. It regards
the optimization problem in question as a thermal system, which
has a temperature parameter T to control the level of randomness
of the system and the objective function corresponds to the free
energy of the system. The minimum of the free energy determines
the state of the system at thermal equilibrium. To achieve the
equilibrium state, one tracks the minimum of the free energy
while gradually lowering the temperature. At the limit of zero
temperature, the minimum free energy is reached. In other words,
deterministic annealing performs an annealing process as it
maintains the objective function at its minimum while gradually
lowering the temperature. With careful annealing, this process
can avoid many shallow local minima of the objective function
and can finally lead to a non-random solution.

In machine learning, most classification algorithms may be
considered as performing either soft or hard classification [21].
Soft classification, such as logistic regression, has the form of a
posterior probability in its formulation. On the contrary, hard
classification, such as least square regression or SVM, does not use
a probabilistic formulation. Its output does not indicate the
posterior probability that a point belongs to a certain class. A
number of methods have been proposed for mapping predictions
from hard classification to posterior probabilities [22,23]. How-
ever, such posterior probability estimates via postprocessing are
unreliable in many cases [4]. In this paper, we seek to bridge the
gap between these two kinds of classification directly from the
basis. We first formulate the multiclass classification problem in a
hard notion where each point belongs to a category with
probability of either 0 or 1. Through the deterministic annealing
method, the posterior probabilities are introduced during the
optimization procedure without assuming an underlying prob-
abilistic model. We will discuss two implementations of this
general approach. It is interesting to note that there is a
connection between our algorithms and some statistical models
such as Fisher discriminant analysis and logistic regression. It
should be pointed out here that for the sake of simplicity, this
paper only discusses the linear discriminant functions. Similar to
[24,25], the proposed implementations can be easily extended to
the corresponding nonlinear cases by employing the so-called
kernel tricks. In addition, we illustrate in the experiments that our
algorithm outperforms the one-vs-all SVM algorithm for most of
the data sets, especially when the number of classes is large.

The remainder of this paper is organized as follows. In Section
2, we formulate the problem by devising a regularization frame-
work for multiclass classification and then apply deterministic
annealing to solve the optimization problem in Section 3. In
Section 4, we consider two choices of the discriminant functions
leading to two different realizations of the proposed method.
Section 5 reports the experimental setup and results. The last
section presents some concluding remarks.

2. Problem formulation

A classifier is formulated in terms of a set of C discriminant
functions gðxÞ ¼ fgðx; hjÞjg : X-R; j¼ 1; . . . ;Cg, where the para-
meter hj is a column vector. h¼ ðhT

1; . . . ; h
T
CÞ

T is the vector

integrating the parameter of each discriminant function. An input
vector x is assigned to a class c if and only if 1

gðx; hcÞ4gðx; hjÞ for all jac: ð1Þ

Here the discriminant functions are general and we will discuss
some possible implementations in Section 4. The classification
rule in (1) is an example of hard classification [26], which assigns
an input vector to a class with a probability of either 0 or 1. If we
denote the posterior probability of class c given xi by pic ¼ pðcjxiÞ,
the hard classification simply implies that

pic ¼

1 if c¼ argmax
j

gðxi; hjÞ;

0 otherwise:

(
ð2Þ

For convenience, the class label ci of xi is represented as a
C-dimensional binary vector yi ¼ ðyi1; yi2; . . . ; yiC Þ

0, with all values
equal to 0 except the cith position which is equal to 1. We shall
use ci and yi interchangeably in this paper to denote the class
label of xi. Let gi ¼ ðgðxi; h1Þ; gðxi; h2Þ; . . . ; gðxi; hCÞÞ

0 and JgiJ1 ¼

max1r jrCfgðxi; hjÞg. For a hypothesis indexed by the parameter h,
if a vector xi is correctly classified according to (1), then we have
JgiJ1 ¼ y0igi. Otherwise we have JgiJ14y0igi. This observation
motivates us to define the empirical loss as

Lðfðxi; yiÞg
n
i ¼ 1; hÞ ¼

1

n

Xn

i ¼ 1

lðJgiJ1�y0igiÞ; ð3Þ

where lð�Þ is the loss function specified by the user. Here the loss
function is pointwise as we assume that the data points are
independent and identically distributed (i.i.d.). One possibility is
to define the loss function in terms of the following misclassifica-
tion error:

L1ðhÞ ¼
1

n

Xn

i ¼ 1

jJgiJ1�y0igij ¼
1

n

Xn

i ¼ 1

ðJgiJ1�y0igiÞ: ð4Þ

If a training example (xi,ci) is correctly classified by the classifier,
it will attain its minimum value of zero. Otherwise, we pay a
penalty which is equal to the difference between the largest
gðhjÞ ð8jaciÞ and gðhci

Þ.
To solve the optimization problem for multiclass classification

under a regularization framework, we minimize the following
regularized risk function:

RðhÞ ¼
1

n

Xn

i ¼ 1

lðJgiJ1�y0igiÞþl
XC

j ¼ 1

JhjJp; ð5Þ

where J � Jp is the Lp-norm with p typically being 1 or 2. Since the
value of JgiJ1 in (5) depends on the output of each discriminant
function, RðhÞ is not differentiable with respect to h and hence
cannot be optimized directly. In this paper, we employ the
deterministic annealing approach to solve the optimization problem.

3. Deterministic annealing approach

In spirit, deterministic annealing is similar to penalty methods
in the optimization literature [27]. For a general optimization
problem

min
u

f ðuÞ; ð6Þ

we first introduce a family of probability distributions P from
[0,1]m, where m is problem-dependent, in order that

f ðuÞ ¼ f ðu;p�Þ ¼max
pAP

f ðu;pÞ: ð7Þ

1 We assume for simplicity that the discriminant functions give different

values.
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