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Keyword retrieval in handwritten document images is a challenging task because handwriting recog-
nition does not perform adequately to produce the transcriptions, specially when using large lexicons.
Existing methods build indices using OCR distances or image features for the purpose of retrieval. These
alternative methods are complimentary to the traditional approaches that build indices on OCR'ed text.
In this paper, we describe an improvement to the existing keyword retrieval (word spotting) methods by
modeling imperfect word segmentation as probabilities and integrating these probabilities into the word
spotting algorithm. The scores returned by the word recognizer are also converted into probabilities and
integrated into the probabilistic word spotting model.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Keyword retrieval in handwritten document images is a high-
level application that relies on document analysis and recognition
techniques. There are two common approaches to keyword retrieval
from handwritten documents. In the first approach [1–8], image-to-
image matching is used. During retrieval, each keyword is converted
into a word image. This is done by annotating a small set of word im-
ages or collecting the user's handwriting on-line. When a user pro-
vides a query word, the similarity between the query and any word
image in the database is computed. All of the word images are re-
turned in the decreasing order of the similarities between them and
the query. The similarity between two word images is measured as a
distance between the two feature vectors computed from the word
images. In [1,3], the similarity between the feature vectors of two
word images is computed by dynamic time warping (DTW) match-
ing of profile features using various definitions of matching distances
[1,9,10,3,11] in the feature space. The GSC-matching method [2,12]
is based on bitwise matching of the corresponding GSC features of
two word images. Thus, word spotting is a useful alternative when
a full fledged handwriting recognition system is not available.

However, word spotting requires on-line matching which is
time-consuming. Trade-off between accuracy and speed has to be
made in order to scale to large databases. Thus, in order to be
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fast matching-based indexing approaches are limited in feature se-
lection and the complexity of matching and training methods. This
also limits their scope to applications dealing with a single writer or
small lexicons.

In contrast, OCR score-based indexing approaches [13–15] do not
face the speed problem. In these methods, the indices are built from
OCR scores such as posterior probabilities or feature vector observa-
tional likelihoods (probability density) obtained from distances re-
turned by word recognizer. These methods [13–15] perform hand-
writing recognition followed by an indexing step to keep track of
the transcription and other useful information (positions and recog-
nition scores of word images). The similarity between the keyword
and another word image is computed using the recognition scores,
which are usually the likelihood of the feature space, probabilities, or
some other distance-based measurements. One question is whether
to adopt a word lexicon. The index for fast retrieval can be built on
the results of word level recognition in lexicon-driven mode [14,15].
In this mode, any word that is not in the lexicon cannot be retrieved.
Ref. [13] performs recognition at the character level and searches
for words in a series of character recognition scores. However, this
approach is once again difficult and time-consuming which does
not scale to larger data sets. We have taken a word-lexicon-driven
method and get affected by the out-of-vocabulary (OOV) problem.

We have improved the OCR score-based indexing method by
integrating word segmentation probabilities into the retrieval simi-
larity metric. Word spotting methods this far have assumed perfect
word segmentation: word images are given by word segmentation
algorithm, and the ranks of word images are obtained by sorting
the word recognition scores. However it is unrealistic to expect
perfect word segmentation in unconstrained handwriting given
the variation in the gap sizes between words. The performance of
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Fig. 1. Diagram of the keyword spotting system.

word spotting can be improved by modeling the word segmentation
probabilities. In this paper, we describe a probabilistic model of word
spotting that integrates word segmentation probabilities and word
recognition probabilities. The word segmentation probabilities are
obtained by modeling the conditional distribution of multivariate
distance features of word gaps. The word recognition results are
also represented by a probabilistic model. The modeling of the word
recognition probabilities is obtained from the distances returned by
the word recognizer (Fig. 1).

2. Background in handwritten keyword retrieval

2.1. Image-to-image matching—word spotting

Word spotting was initially proposed as an alternative approach
for indexing and retrieving handwritten documents, that is one could
search handwritten document images without using a handwriting
recognizer. In order to search for a keyword, the user needs to write
a copy of the keyword (a word template) and provide the word
image as the query. One could also obtain the word templates by
labeling a training set. The system executes the query by computing
the distance between the query template and each word image in
the document images.

DTW-based keyword spotting: In the DTW-based method [1,3,11],
the following preprocessing steps are commonly used.

1. Word segmentation is performed and the background of every
word image is cleaned by removing irrelevant connected compo-
nents from other words that reach into the word's bounding box.

2. Inter-word variations such as skew and slant angle are detected
and eliminated.

3. The bounding box of any word image is cropped so that it tightly
encloses the word.

4. The baseline of word images is normalized to a fixed position by
padding extra rows to the images.

A normalized word image is represented by a multivariate time
series composed of features from each column of the word image.
These features include projection profile, upper/lower word profile,
and number of background-to-foreground transitions.

1. Projection profile. The projection profile of a word image is com-
posed of the sum of foreground pixels in each column.

2. Upper/lower profiles. The upper profile of a word image is made of
the distances from the upper boundary to the nearest foreground
pixels in each column.

3. Background-to-foreground transitions. The number of back-
ground pixels whose right neighboring pixels are foreground

Fig. 2. Sakoe–Chiba band.

pixels is taken as the number of background-to-foreground
transitions of the column.
Suppose two word images wA and wB are represented by

{fA(1), fA(2), . . . , fA(lA)} and {fB(1), fB(2), . . . , fB(lB)}, respectively, where
fA(i) is the feature vector of the i-th column of image wA, fB(j) is the
feature vector of the j-th column of image wB, and lA and lB are the
lengths of wA, wB, respectively. Then the DTW matching distance of
wA and wB is given by the recurrence equation

DTW(i, j) = min

⎧⎨
⎩

DTW(i − 1, j)
DTW(i − 1, j − 1)
DTW(i, j − 1)

⎫⎬
⎭ + d(i, j) (1)

where d(i, j) is the square of the Euclidean distance between fA(i) and
fB(j).

The time complexity of the DTW algorithm is in O(lA · lB). In or-
der to reduce the computation and prevent pathological warping, a
global path constraint like the Sakoe–Chiba band can be applied to
force the paths to stay close to the diagonal of the DTW matrix. In
Fig. 2, the dynamic programming range of (i, j) is restricted within
a band along the diagonal of the (i, j) matrix which is called the
Sakoe–Chiba band.

The matching error of fA(i) and fB(j) is given by (1/l)DTW(lA, lB)
where l is the length of the warping path recovered by DTW. The
word images are ranked in the increasing order of the matching
errors to the template image.

The DTW-based method has been tested on George Washington's
manuscripts (CIIR, University of Massachusetts [1,11]). The perfor-
mance of keyword spotting was evaluated using the mean average
precision (MAP) measure [16]:

1. For each query, check the returned word images starting from
rank 1. Whenever a relevant word image is found, keep track of
the precision of the word images from the one with rank 1 to the
current one. The average value of the recorded precisions for the
query is taken as the average precision (AP) of the query.

2. The mean value of the AP of all of the queries is the MAP of the
test.

A MAP of 40.98% on 2372 word images of good quality and a
MAP of 16.50% on 3262 word images of poor quality was reported
on George Washington's manuscripts [3].

GSC feature-based keyword spotting: In the GSC feature-based
method [2,12], a word image is represented by 1024 bits of the GSC
features corresponding to the gradient (192 bits), structural (192
bits) and concavity (128 bits) features. A word image is divided into
32 regions (8 × 4) and 16 binary GSC features are extracted from
each region. The gradient features are obtained by thresholding the
results of Sobel edge detection in the 12 directions. The structural
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