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Applying the multi-category learning to multiple video object extraction
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Abstract

Video object (VO) extraction is of great importance in multimedia processing. In recent years approaches have been proposed to deal with
VO extraction as a classification problem. This type of methods calls for state-of-the-art classifiers because the performance is directly related
to the accuracy of classification. Promising results have been reported for single object extraction using support vector machines (SVM) and its
extensions. Multiple object extraction, on the other hand, still imposes great difficulty as multi-category classification is an ongoing research
topic in machine learning. This paper introduces a new scheme of multi-category learning for multiple VO extraction, and demonstrates its
effectiveness and advantages by experiments.
� 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

Video object (VO) extraction, the process of segmenting and
tracking semantic entities with pixel-wise accuracy [1], is an
important yet challenging task for content-based video pro-
cessing. For this purpose a great deal of approaches have been
proposed [2–10], which provide satisfactory results for extract-
ing VOs of homogeneous motion characteristics. Unfortunately,
dealing with VOs with abrupt motions or occlusions remains a
challenge. In recent years classification-based approaches have
been proposed to meet the challenge by handling object track-
ing as a classification problem [11–13]. Each VO is consid-
ered as a class, and VO extraction is achieved by classifying
every pixel to one of the available classes. By doing so, tem-
poral associations of objects between frames are automatically
maintained through correct classifications which is therefore
motion-assumption free. As a result, the approaches are more
robust to complicated motion fluctuations.

What learning algorithm to use is key to the success of the
classification-based approaches. By using powerful classifiers
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high classification accuracy can be achieved which leads to bet-
ter performance for VO extraction. However, most of the results
reported are limited to single object scenarios. In other words,
only binary classification between the object and the back-
ground has been tackled. At the first glance, the extension from
single object to multiple object extraction is straightforward
since conceptually one only needs to replace the binary classi-
fier with a multi-class classifier. Unfortunately, the implemen-
tation of such an extension is far more difficult than it appears
because multi-category classification is still an ongoing and im-
mature research topic itself in machine learning. Only recently
have works emerged to offer new tools that can help tackle the
multi-object problem. This work presents an attempt of such.

Over the last decade, margin-based classification technolo-
gies for which the best known example is support vector ma-
chines (SVM) [14] have drawn tremendous attention due to
their theoretical merits and practical success. Instead of directly
estimating the conditional probabilities, the margin-based clas-
sifiers focus on the decision boundary which; however, makes
it difficult to generalize their applications from binary to multi-
class scenarios.

“Single machine” and “error correcting” are two main-
streams for multi-class margin-based classification. As its name
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suggests, the “single machine” type of approaches attempts
to construct a multi-class classifier by solving just a single
optimization problem [15–19]. On the contrary, the “error
correcting” type of approaches [20,21] works with a collec-
tion of binary classifiers, for which the primary goal is to
determine what binary classifiers should be chosen to train
and how to combine their classification results to make the
final decision. Among all the methods published in the litera-
ture, “one-against-all”, “one-against-one” and directed acyclic
graph (DAG) [22] are most popular choices in solving real-
world problems. A good overview of multi-class classification
can be found in Refs. [23,24].

As a natural extension of binary large margin classification,
the “single machine” type of approaches is intuitively appeal-
ing. It has drawn even more attention when certain formu-
lations are reported to yield classifiers with consistency ap-
proaching the optimal Bayes error rate in the large sample
limit [25]. Multi-class �-learning is such a learning algorithm
[26]. Moreover, �-learning aims directly at minimizing the
generalization error (GE), which is the reason why its binary
version has shown significant advantage over SVM in terms
of generalization both theoretically and experimentally [27].
The extended multi-class �-learning retains the desirable prop-
erties of its binary counterpart. In addition, a computational
tool based on the recent advance in global optimization has
been developed to reduce the time of training for the “single
machine” [28].

The purpose of this paper is twofold. First, it introduces
multi-category �-learning [26] to tackle the multiple VO ex-
traction problem. Secondly, it reports the performance of the
new learning algorithm on several MPEG-4 standard video se-
quences instead of synthetic data on which many multi-class
learning algorithms are tested.

The rest of the paper is organized as follows. Section 2 gives
an introduction of multi-class �-learning. Then a multiple VO
extraction method using this new learning methodology is ex-
plained in Section 3. Section 4 provides the experimental re-
sults which are followed by conclusions in Section 5.

2. Multi-category �-learning

We first introduce the notations that will be used for the rest
of the paper. In the framework of multi-category �-learning,
the class label is coded as y ∈ {1, 2, . . . , M}, and for a sample
x ∈ Rd the decision rule is

y = arg max
i=1,...,M

fi(x), (1)

where M is the number of classes and fi is the decision function
of class i for i = 1, . . . , M . For the linear classifier, we have
fi(x) = wT

i xi + bi with wi ∈ Rd and bi ∈ R. Conventionally,
the classifier is represented as f = (f1, f2, . . . , fM).

As a characteristic of multi-class problems, multiple com-
parisons between classes need to be performed. In order to
simplify the notations an (M − 1)-dimensional vector-valued
function g(x, y) and a multivariate sign function sign(u) where

u = (u1, . . . , uM−1) are defined as follows:

g(x, y) = (fy(x) − f1(x), . . . , fy(x) − fy−1(x),

fy(x) − fy+1(x), . . . , fy(x) − fM(x)),

sign(u) =
{

1 if umin = min(u1, u2, . . . , uM−1)�0,

−1 if umin < 0.

(2)

As mentioned before, the most prominent feature of �-learning
is the direct consideration of GE. Defined as the probability of
misclassification, GE yielded by an M-class classifier is

Err(f) = P

[
Y �= arg max

i=1,...,M

fi(X)

]
.

It can be shown that with the notations of g(x, y) and sign(u)
GE can be rewritten as

Err(f) = 1
2E[1 − sign(g(X, Y ))].

2.1. Multi-category �-learning

Seeking a vector f to minimize GE is the ultimate goal for any
learning algorithm. For example, in the coding system described
above,1 the cost function of the well-known linear SVM can
be rewritten as [26]

minimize
1

2

2∑
j=1

‖wj‖2 + C

N∑
i=1

FSVM(fyi
(xi) − f3−yi

(xi)),

subject to
2∑

j=1

fj (x) = 0 for ∀x, (3)

where N is the number of training samples and the sum-to-zero
constraint is invoked to eliminate the redundancy in (f1, f2).
The parameter C is a regularizer that controls the relative
importance between the separating margin and the train-
ing error which are reflected in the quantities 1

2

∑2
j=1‖wj‖2

and
∑N

i=1FSVM, respectively. Here the so-called hinge loss
FSVM(u) = 0 if u�1, and 2(1 − u) if u�1 is a convex up-
per envelope of FGE = (1 − sign(u)). However, as shown in
Fig. 1(a) and (b) there is significant difference between this
convex envelope and (1 − sign(u)) itself especially when
u < 0, which corresponds to the inevitable misclassifications
in non-separable cases. Motivated by this consideration, Shen
et al. [26,27] proposes to replace FSVM with a non-convex �
function as

minimize
1

2

2∑
j=1

‖wj‖2 + C

N∑
i=1

�b(fyi
(xi) − f3−yi

(xi)),

subject to
2∑

j=1

fj (x) = 0 for ∀x. (4)

1 Conventionally, the formulation of SVM is expressed in the coding
system where the class label y ∈ {−1, 1}.
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