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This paper presents a novel algorithm for computing graph edit distance (GED) in image categorization.
This algorithm is purely structural, i.e., it needs only connectivity structure of the graph and does not draw
on node or edge attributes. There are two major contributions: (1) Introducing edge direction histogram
(EDH) to characterize shape features of images. It is shown that GED can be employed as distance of
EDHs. This algorithm is completely independent on cost function which is difficult to be defined exactly.
(2) Computing distance of EDHs with earth mover distance (EMD) which takes neighborhood bins into
account so as to compute distance of EDHs correctly. A set of experiments demonstrate that the newly
presented algorithm is available for classifying and clustering images and is immune to the planar rotation
of images. Compared with GED from spectral seriation, our algorithm can capture the structure change
of graphs better and consume 12.79% time used by the former one. The average classification rate is 5%
and average clustering rate is 25% higher than the spectral seriation method.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

When we get images of real world objects, the acquirement is of-
ten affected by noise and distortion. Graph representations for iden-
tical objects may not match exactly, so integration of error correction
into the matching process is necessary; thus inexact graph matching
[1--5] has been the focus of research in the areas of computer vision
and structural pattern recognition for over two decades. One of its
key issues is the similarity measurement between pairwise graphs.
Among many kinds of approaches for measuring graph similarity,
graph edit distance (GED) has attracted researchers' attention greatly
because of its toleration to noise and distortion. GED between two
graphs is defined as the least cost of edit operations that are needed
to transform a graph into another one.

Initially, Sanfeliu and Fu [6] introduced edit distance into graph
in 1980s, which is computed by counting node and edge relabel-
ings together with the number of node and edge deletions and in-
sertions necessary to transform a graph into another, and then GED
received significant attention. It can be computed directly. Extend-
ing the idea of Sanfeliu and Fu [6], Messmer and Bunke defined the
subgraph edit distance by the minimum cost for all error-correcting
subgraph isomorphisms [7,8], in which common subgraphs of dif-
ferent model graphs are represented only once and the limitation
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of inexact graph matching algorithms working on only two graphs
once can be avoided. There have been attempts to extend the edit
distance to trees and graphs. But direct GED algorithms lack some of
the formal underpinning of string edit distance, so there is consid-
erable current effort to make the underlying methodology rely on a
rigorous footing. There have been some development for overcom-
ing this drawback, for instance, the relationship between GED and
the size of the maximum common subgraph has been demonstrated
[9], the uniqueness of the cost function is commented [10], a prob-
ability distribution for local GED has been constructed, and graphs
can be converted into strings first, etc. As mentioned above, GED
can be computed indirectly with the idea of string alignment after
graphs are converted into strings. For non-attributed graphs, GED is
usually computed in this way. As a result, the role of edit distance
[5,11] cannot be neglected in the development of GED, which is
used to compare coded patterns of graphs and promotes the birth
of new GED algorithms. Hancock et al., used Levenshtein distance,
an important kind of edit distance, to evaluate the similarity of pair-
wise strings which are derived from graphs [12]. The edit distance
between strings can also be evaluated by dynamic programming [5],
which has been extended to compare trees and graphs on a global
level [13,14]. Recently, Marzal and Vidal normalized the edit dis-
tance so that it may be consistently applied across a range of objects
in different size [15] and this idea has been used to model the prob-
ability distribution for edit path between pairwise graphs [16]. The
Hamming distance between two strings is another special case of the
edit distance, with which Hancock [17] measures the GED between
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structural units of graphs together with the size difference between
graphs.

Although the research of GED has been developed flourishingly,
most of the existing algorithms are very dependent on cost function
and similarity criterion of corresponding nodes and edges in two
graphs which are difficult to be defined reasonably. In order to avoid
these unsolved problems, we combine the EDH and EMD for com-
puting GED. Edit operation sequence consists of edge/node insertion,
edge/node deletion and edge/node substitution. Node operations are
involved in edge operations; thus the GED is related to the connec-
tivity difference of graphs, i.e., edge direction and edge length. While
edge direction histogram (EDH) is adept at characterizing these fea-
tures well, so the GED of graphs is converted into distance of EDHs,
which is computed with earth mover distance (EMD). This method
is completely independent of cost function and similarity criterion.
It can be proved that it is available for classifying and clustering im-
ages and is invariable with image planar rotation. From Section 2
and 4, EDH, EMD and this new algorithm are introduced in detail,
respectively; in Section 5, a set of experiments is presented to show
the performance of this method; complexity of the algorithm is an-
alyzed in Section 6; conclusion is given in Section 7.

2. Edge direction histogram

EDH is computed by grouping the edge pixels which fall into
edge directions and counting the number of pixels in each direction.
Given an image, its EDH computation steps are represented in Fig.
1. Edge points are extracted by edge detection operator and each of
them can be represented with the vector �pi = {dxi,dyi}, where dxi
and dyi are, respectively, horizontal and vertical differences of the
point. Each point's edge direction (i.e., gradient direction) is calcu-
lated with the equation angi = arctan(dyi/dxi), according to which
discrete directions expected are specified. Each of these discrete di-
rections corresponds to a bin in histogram. Edge direction of each
point is quantified as one of the discrete directions, that is to say,
each point falls into a bin. Finally, the number of edge points falling
into the same bin is accumulated.

Since edge points are related to shape information closely, EDH
is a very simple and direct way to characterize shape information of

Extraction of  edge points

Computation of each point's direction

Specification of discrete directions

Quantification of each point  direction as a discrete direction

Counting the number of edge points falling into the same discrete direction

image

EDH

Fig. 1. The flow chart of EDH computation.

an object. It has been applied successfully to image retrieval [18--22],
classification [23] and quality assessment [24]. In addition, Kim used
EDH to watermarking text document images [25] based on the idea
that sub-images have similar-shaped EDHs. EDH is usually normal-
ized to be scaling invariant, but Zhang et al. [26] compute the 1-D
FFT of the normalized EDH to obtain rotation invariance and take
it as the final signature of image. In a word, with the help of EDH,
high-level pattern recognition problem is to be solved with relatively
simple low-level features. However, EDH is seldom used to graph
matching. The EDH for a graph is computed according to the slope
and length of edges; thus it can reflect the connectivity information
of a graph directly and sufficiently, for example, the EDH for a graph
is shown in Fig. 2. So, we intend to measure the graph similarity
based on the EDHs of graphs.

In Fig. 2, a graph is shown as the left figure and points on each
edge are of the same direction which is the degree of edges (arc
tangent of slopes). EDH of this graph is shown in the right one in
which x-axis denotes the centers of bins, that is the degree of edges,
and y-axis denotes the number of pixels falling into each bin. Cor-
respondence of edges and bins is explained in Table 1. The sum of
edge (a, d)'s length and edge (b, c)'s length is the largest, so the bin
centered on 0 arc corresponds to the most pixels. The length of edge
(a, b) is the least and the bin centered on −�/2 arc corresponds to
the fewest pixels. In a word, number of pixels falling into a bin co-
incides with the length of the edge.

3. Earth mover's distance

EMD [27] is required to address the dissimilarity measure be-
tween two signatures and solved based on the transportation sim-
plex method. Its idea is the minimal amount of work that must be
performed to transform one signature into the other one by moving
``distribution mass'' around. It has been applied widely to image re-
trieval [28], image clustering and text clustering [27], shape match-
ing [29,30], query of video [31], etc.

For two signatures:

X = {(x1, w1), (x2, w2), . . . , (xn, wn)} and

Y = {(y1, w′
1), (y2, w′

2), . . . , (ym, w′
m)},

where (xi, wi) represents that the distributed mass at position xi is
wi and the same to (yj, w

′
j
), if transformation from distribution X into

Y is performed, the computation of EMD is a linear programming
problem and can be described as below:

The objective function is minF={fij}{
∑n

i=1
∑m

j=1dijfij}.
Subject to the following constraints:

(1) fij �0, where 1� i�n, 1� j�m,
(2)

∑m
j=1fij �wi,

(3)
∑n

i=1fij �w′
j
,

(4)
∑n

i=1
∑m

j=1fij = min(
∑n

i=1wi,
∑m

j=1w′
j
).

In the formulas above, dij represents the cost of removing unit mass

from i to j and can be set to be dij = |xi − yj|2, and fij denotes the
quantity of mass removed from i to j. According to optimal F , EMD
is defined as: EMD(X, Y) = ∑n

i=1
∑m

j=1dijfij/
∑n

i=1
∑m

j=1fij .

4. GED based on EDH

Our algorithm computes GED on the basis of EDH. EDHs of graphs
which are derived from images are computed, EMD is used to mea-
sure the distance between pairwise histograms. All edit operations
are transformed into edge operations; thus the GED of graphs is
related to the connectivity difference of graphs that can be well
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