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a b s t r a c t

This paper proposes a new visual attention model based on a joint perceptual space of both color and
brightness, and shows that this model is able to extract more discriminant visual features, especially
when dealing with objects that are very similar visually. That joint color and brightness space is based on
a biologically inspired theoretical perceptual model originally proposed by Izmailov and Sokolov in the
scope of psychophysics. The present paper proposes a computational model that allows the application
of Izmailov and Sokolov's theoretical model to digital images, since the original model can only be ap-
plied to perceptual data directly drawn from psychophysical experiments. Experimental results with real
video sequences show that the proposed visual attention model yields significantly more accurate results
in the particular application scope of video tracking than well-known visual attention models that
process color and brightness separately.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Video tracking aims at determining the trajectory of moving
objects over the frames of a video sequence [1,2]. Once one or
several objects have been selected in an initial frame, the tracking
process identifies those objects in subsequent frames, that is, it
associates the objects identified in a given frame with the objects
already identified in previous frames.

Video tracking is still an open problem due to the huge
complexity of the scenarios where it must usually be applied. For
instance, for video surveillance applications in complex en-
vironments, it must be able to cope with deficient illumination
conditions, a large number of objects usually of a limited size
due to the overhead location of the capturing devices, rather
similar visually and, in addition, which interact with other ob-
jects quickly, frequently and according to complex patterns.

Therefore, one of the key aspects and main challenges in video
tracking is the proper characterization of the target objects to be
tracked in order to be able to identify them without ambiguity in
subsequent frames provided they are still present. That character-
ization must be based on measurable features extracted from the
objects themselves, mainly related to their motion pattern and visual
appearance. Regarding the latter, it is crucial to be able to detect vi-
sual features that can be reliably matched between successive frames.

The visual features that have traditionally been utilized for
tracking are corners, contours and regions. Unfortunately, their
usefulness can be significantly compromised when considering the
complex scenarios and limited image qualities discussed above. On
the one hand, corners may be perceived with not enough contrast
or definition to be reliably detected. Even if they can be detected,
nothing guarantees that their surroundings be discriminant enough
as to be able to visually identify them and their associated objects in
successive frames. In addition, the presence of image noise may
lead to the detection of false corners that end up yielding wrong
matchings. In turn, contours can even be more unreliable in this
context, since, in general, they do not guarantee a correct delimi-
tation and hence identification of the tracked objects in cluttered
scenes with self-occlusions and groupings. Something similar ap-
plies to regions, as their appearance (typically color or texture dis-
tributions) is usually characterized in a rather approximate and,
hence, ambiguous way through a wide variety of statistical models
(histograms, spatiograms, kernels, mixtures of Gaussians, etc.), and
on the other hand, since regions are very sensitive to self-occlusions
and groupings due to their somewhat global nature.

It is thus necessary to consider alternative approaches for ex-
tracting reliable visual features that allow a better characterization
of the tracked objects based on their visual appearance. Such an
alternative is visual attention [2,3]. In particular, visual attention
models attempt to mimic the cognitive process that allows human
observers to focus on the most relevant elements (features) of a
visual scene while ignoring the others. In other words, these
models aim at finding visual features whose saliency makes them
outstand from the scene.
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Those so-called saliency-based visual attention models, such as
the well-known model proposed in [4] and its subsequent variations,
process various visual features independently, in particular: color
(chromaticity), brightness and orientations (texture). In that way,
large local variations of color will yield high color saliency measures
no matter the brightness associated with those regions. This behavior
poses a problem in case of dark or poorly illuminated regions, in
which color cannot be accurately perceived due to insufficient
brightness. In those low-brightness conditions, color variations may
simply be the result of image noise, in whose case, the aforemen-
tioned visual attention models will paradoxically tend to detect as
reliable features image regions that are not reliable nor distinctive at
all. Thus, the alleged advantage of visual attention in terms of a better
visual characterization of image objects is lost. Unfortunately, those
low-brightness conditions are rather typical in real applications, such
as video surveillance and monitoring.

The problems associated with color perception at dark regions
(also at over-illuminated regions with desaturated colors) have
previously been identified in the context of computational color
constancy [5], which aims at modifying the color of the pixels of a
given image such that it looks the same no matter the colors of the
light sources illuminating the scene. In particular, color strength
[6] has been proposed as a heuristic estimate of the reliability of a
pixel's hue with the rationale that the hue of dark and poorly sa-
turated pixels is not reliable. The goal is that color constancy only
takes into account reliable pixels. This problem comes from the
fact that the color's hue is independent of its intensity and sa-
turation, which applies to all color invariant models [7].

This paper proposes a new saliency-based visual attention
model that jointly processes color and brightness according to a
biologically inspired theoretical perceptual model originally pro-
posed by Izmailov and Sokolov [8] in the scope of psychophysics.
Since that model is only applicable to perceptual data directly
drawn from psychophysical experiments, the present paper pro-
poses a computational model that allows the direct application of
Izmailov and Sokolov's theoretical model to digital images. Ex-
perimental results with real video sequences show that the pro-
posed visual attention model significantly improves the task of
video tracking by finding more discriminant visual features,
especially when dealing with objects that are very similar visually,
thus yielding more accurate results in the application scope of
video tracking than well-known visual attention models that
process color and brightness separately.

The organization of this paper is as follows. The theoretical
perceptual model proposed by Izmailov and Sokolov is described

in Section 2. Section 3 proposes a new computational model for
applying the original Izmailov and Sokolov's theoretical model to
the determination of color differences in digital images. Section 4
describes a new visual attention model based on the aforemen-
tioned computational adaptation of Izmailov and Sokolov's per-
ceptual model. Section 5 proposes a simple video tracker based on
the previously proposed visual attention model. Section 6 shows
experimental tracking results with the proposed visual attention
model and a comparison with alternative models. Finally, conclu-
sions and future lines are presented in Section 7.

2. Izmailov and Sokolov's perceptual model

The theoretical perceptual model proposed by Izmailov and
Sokolov in [8] yields a metric color space in which every point
represents a specific color and Euclidean distances are propor-
tional to perceived color differences. This model was derived
through psychophysical experiments with human subjects and
multidimensional scaling analysis techniques. Actually, three sets
of experiments were carried out as described below.

In the first experiment, pairs of colors were projected si-
multaneously, one occupying the center of the image, referred to
as the stimulus, and the other occupying the rest, referred to as the
background. Both the luminance and the wavelength of the back-
ground were kept constant by considering a neutral light. In turn,
the wavelength of the stimulus was varied over 16 discrete values
between 425 nm and 675 nm plus the white color (i.e., 17 colors),
while keeping a constant brightness for all colors. The subjects
were asked to indicate their perceived color difference between
the stimulus and the background in a scale from 0 (same color) to
9 (maximum color difference).

An implementation of the Shepard–Kruscal algorithm for
multidimensional scaling analysis was then applied to the afore-
mentioned subjective color differences. As a result, a 3D semi-
spherical space with axes X1, X2 and X3 was inferred. Fig. 1 shows
the mapping of the 17 equibright colors to the X X1 2 and X X1 3

subspaces.
The main conclusion from these results is that the perceptual
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Fig. 1. Projection of 17 equibright colors on (left) the X X1 2 plane and (right) the X X1 3 plane.
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