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Abstract

Most speech enhancement algorithms are based on the assumption that speech and noise are both Gaussian in the discrete cosine
transform (DCT) domain. For further enhancement of noisy speech in the DCT domain, we consider multiple statistical distributions (i.e.,
Gaussian, Laplacian and Gamma) as a set of candidates to model the noise and speech. We first use the goodness-of-fit (GOF) test in order
to measure how far the assumed model deviate from the actual distribution for each DCT component of noisy speech. Our evaluations
illustrate that the best candidate is assigned to each frequency bin depending on the Signal-to-Noise-Ratio (SNR) and the Power Spectral
Flatness Measure (PSFM). In particular, since the PSFM exhibits a strong relation with the best statistical fit we employ a simple recursive
estimation of the PSFM in the model selection. The proposed speech enhancement algorithm employs a soft estimate of the speech
absence probability (SAP) separately for each frequency bin according to the selected distribution. Both objective and subjective tests are
performed for the evaluation of the proposed algorithms on a large speech database, for various SNR values and types of background
noise. Our evaluations show that the proposed soft decision scheme based on multiple statistical modeling or the PSFM provides further
speech quality enhancement compared with recent methods through a number of subjective and objective tests.
� 2006 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

In recent years there has been a great deal of interest in the
enhancement of noisy speech for speech coding, recognition,
and many other applications. In practice, the presence of
noise seriously degrades the performance of speech coder

Abbreviations: DCT, discrete cosine transform; PSFM, power spectral
flatness measure; SAP, speech absence probability; MMSE, minimum
mean square error; CLT, central limit theorem; CDF, cumulative distribu-
tion function; MS, model selection; GOF, goodness-of-fit; SNR, signal-to-
noise ratio; DFT, discrete Fourier transform; VAD, voice activity detector;
KLT, karhunen–Loeve transform; KS, Kolmogorov–Smirnov
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and recognition systems. A number of approaches have been
advanced for speech enhancement, e.g., spectral subtraction,
Wiener filtering, soft decision estimation, and minimum
mean square error (MMSE) estimation [1–3]. Widespread
use of these methods is due to the fact that they are fairly
straightforward to implement, effective in removing various
background noises, and have a low computational load.
It has been reported that speech enhancement algorithms
based on soft decision gain modification have better perfor-
mances compared with earlier methods employing hard de-
cisions in which each frame is classified into either speech
or non-speech using a voice activity detector (VAD) [4–11].
The most popular algorithms for the enhancement of noisy
speech are based on the discrete Fourier transform (DFT)
[12]. The transformation decorrelates the speech samples
and concentrates the energy of different components more
efficiently in separate bins within the transform domain,
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i.e., the transformation approximates the Karhunen–Loeve
transform (KLT). Almost all of the known speech enhance-
ment algorithms that operate in the DFT domain assume
that the coefficients of both the noisy speech and noise are
all jointly zero-mean Gaussian distributed random variables
in the transform domain [4–7,9,11]. This Gaussian assump-
tion is motivated by the central limit theorem (CLT) as these
coefficients are just a weighted sum of a large number of the
speech samples. However, through a number of experiments
in many transformed domains, it has been found that the
clean speech and noise coefficients are more effectively de-
scribed by other probability density functions (pdf’s) such
as the Gamma and Laplacian distributions [13,14]. In partic-
ular, we have observed that the DFT spectra of noisy speech
follows the Laplacian pdf better than the conventional
Gaussian pdf [6,13]. According to Soon et al., the DCT has
been found to be better in enhancing noisy speech as com-
pared to the DFT [15]. The main reason is that the DCT
provides significantly higher speech energy compaction
compared to the DFT [5,15]. The amplitude estimator for
the DCT is obtained based on the assumption that both the
noise and original speech signal amplitudes can be modeled
by zero-mean Gaussian distributed random variables in the
transform domain. However, it has been pointed out in our
previous work [5] that the Laplacian model is more suitable
than the conventional Gaussian model for DCT spectra of
noisy speech. More recently, Gazor et al. [13] investigated
the distribution of clean speech signals under the KLT and
DCT and reported that the statistics of DCT coefficients of
the clean speech signal (excluding samples of silence inter-
vals) are like those of a Laplacian pdf. This is analogous to
the pdf of the DCT coefficients of image signals that is best
approximated by the Laplacian distribution [16].

In this paper, we employ multiple distributions (three
models) where the distribution of the DCT coefficients of
the signals is represented by either the Gaussian pdf, the
Laplacian pdf or the Gamma pdf. Specifically, these three
pdfs are employed jointly, to represent the distribution of
each DCT coefficient. Each model has been independently
suggested for speech enhancement [2–6,8–11] and results in
better performance compared to other methods under cer-
tain conditions. To further improve the performance, our
approach selects the best model first depending on the en-
vironment using various estimated parameters such as fre-
quency, the SNR, and the PSFM.

In order to establish a set of reliable rules for selection
from these models, we use the goodness-of-fit (GOF) test as
a distance measure between the empirical cumulative distri-
bution function (CDF) and each of these models. We first
evaluate these models under various noise environments to
measure the accuracy of each model for each SNR and noise
type. Actually, GOF tests are carried out for each frequency
bin separately to compare these models as a function of the
frequency bins in the DCT domain [4–7,9–11,17]. Follow-
ing these statistical models, we use a soft Bayesian-decision
scheme for the enhancement of the noisy speech in order to

achieve a robust performance and lower the speech clipping
phenomena in which the probability of speech absence is
incorporated to modify the spectral gain for the noise sup-
pression.

More specifically, we carry out the GOF test and establish
relevant relations between the PSFM and the statistical char-
acteristics of the signal, such as the pdf of the DCT coeffi-
cients resembles best the gamma pdf while the PSFM is low;
in contrast, the best model is the Gaussian as the PSFM in-
creases. We exploit these relations and develop novel meth-
ods for the selection of statistical models. According to the
experimental results, we derive a robust assignment rule for
model selection by assigning a pdf to each DCT coefficient
of speech and noise from the set of candidates. Through a
number of subjective and objective tests, we compare the
performances of these methods with some recent related ap-
proaches. We have found that the proposed multiple model
approaches (employing PSFM) are superior to or at least
comparable to existing approaches at all testing conditions.

The organization of this paper is as follows. Section 2
presents three statistical models and statistically evaluates
these models based on the GOF test. An algorithm for the en-
hancement of the DCT coefficients is proposed in Section 3.
This enhancement algorithm uses the soft estimate of the
SAP. In Section 4, an adaptive estimation procedure for
the SAP is described based on these multiple models. In
Section 5, a number of subjective and objective quality tests
are conducted to evaluate the performance of the algorithm,
and finally in Section 6, some concluding remarks are drawn.

2. Multiple models and statistical analysis

In this section, we briefly review multiple statistical mod-
els in a speech enhancement framework under noisy envi-
ronments and evaluate each statistical model via the GOF
test. For this, we assume that the additive noise is indepen-
dent of the speech signal. We denote the M-point DCT of M
successive samples of the received noisy speech by

Xk(t) = Sk(t) + Nk(t), 0�k�M − 1, (1)

where k denotes the kth frequency bin index, M is the total
number of frequency components, and t is the time frame
index, respectively. In Eq. (1) Nk(t) and Sk(t) are the DCT
coefficients of the noise, and clean speech, respectively.

The basic assumption commonly adopted in most speech
enhancement approaches is to describe each frame of noisy
speech signal as either a noise frame or as a speech frame,
i.e., the following hypotheses:{

speech absent H0 : X(t) = N(t),

speech present H1 : X(t) = N(t) + S(t),
(2)

where X(t)=[X0(t), X1(t), . . . , XM−1(t)]T , N(t)=[N0(t),

N1(t), . . . , NM−1(t)]T , and S(t) = [S0(t), S1(t), . . . ,
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