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a b s t r a c t

Automatically learning and grouping key motion patterns in a traffic scene captured by a static camera

is a fundamental and challenging task for intelligent video surveillance. To learn motion patterns,

trajectory obtained by object tracking is parameterized, and scene image is spatially and evenly divided

into multiple regular cell blocks which potentially contain several primary motion patterns. Then, for

each block, Gaussian Mixture Model (GMM) is adopted to learn its motion patterns based on the

parameters of trajectories. Grouping motion pattern can be done by clustering blocks indirectly, and

each cluster of blocks corresponds to a certain motion pattern. For one particular block, each of its

motion pattern (Gaussian component) can be viewed as an instance, and all motion patterns (Gaussian

components) constitute a bag which can correspond to multiple semantic clusters. Therefore, blocks

can be grouped as a Multi-instance Multi-cluster Learning (MIMCL) problem, and a novel Maximum

Margin Multi-instance Multi-cluster Learning (M4L) algorithm is proposed. To avoid processing a

difficult optimization problem, M4L is further relaxed and solved by making use of a combination of the

Cutting Plane method and Constrained Concave–Convex Procedure (CCCP). Extensive experiments are

conducted on multiple real world video sequences containing various patterns and the results validate

the effectiveness of our proposed approach.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Video scene understanding by unsupervised inference of motion
patterns in static camera scenes is a very important task in visual
surveillance. With the increasing of the surveillance systems, large
amounts of video data are created every day, and it is difficult and
time-consuming to label and organize these videos manually.
Therefore, various methods have been made to understand the
videos automatically [1–3]. By clustering the motion patterns, we
can obtain information along which path or direction the vehicles or
pedestrians should move or walk. Based on such information, it is
very convenient to detect abnormal activities and meet the great
needs for traffic management systems. However, the motion of
pedestrians and vehicles is complex and their motion patterns are
different from each other. Thus, automatically clustering the motion
patterns for video understanding is a challenging problem in
computer vision and pattern recognition.

The standard approach for analysis of video sequences involves
four primary parts: (1) moving object detection; (2) object classifi-
cation; (3) motion pattern learning and clustering and (4) activity
analysis. There is a lot of progress made in each of the modules. For
moving object detection, the Gaussian Mixture Model (GMM) [1] is
frequently adopted to model background. For classification of
objects into different categories (e.g. a vehicle, a person), scene
context features (such as position, area in pixels, and velocity) [4]
are used to cluster trajectories into different types (vehicles vs.
pedestrians), and show effective performance by experimental
results. However, due to low resolution, shadow, and different
viewing angles, object classification only using these features is
not enough in video surveillance. Therefore, a co-training based
method [5] is proposed to train classifiers with multiple different
kinds of features. For motion pattern learning and clustering, the
most commonly used features are low level motion and appearance
features [6–8]. Examples of such features include sparse or dense
optical flows [9], spatiotemporal gradients [10], and object trajec-
tories obtained after detection and tracking [11,5,3]. Based on
different descriptions, various learning and clustering methods are
adopted [12–14]. For activity analysis, existing approaches [1,4,5]
use clustered motion patterns to recognize the abnormal activities
of objects in video sequences.
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In this work, we mainly focus on the third part about motion
pattern learning and clustering, i.e., how to learn the motion
pattern and design a suitable clustering algorithm. As shown in
Fig. 1, object trajectory can be obtained by tracking algorithm [1],
and each trajectory is a potential motion pattern in the scene
image. Distribution of trajectories in a certain region can be
viewed as a Gaussian distribution from the statistic point of view.
The scene image can be divided into multiple cell blocks, and each
block may have multiple distributions (multiple clusters of
trajectories). Therefore, the Gaussian Mixture Model (GMM) is
adopted to learn spatial distributions of trajectories in each block,
and each Gaussian component is one of the underlying motion
pattern. Then, how to cluster the motion patterns of all blocks in
the scene image? Since each cluster of blocks is corresponding to
a certain motion pattern, grouping motion patterns can be done
by clustering blocks indirectly. For each block, each motion
pattern (Gaussian component) can be viewed as an instance,
and all motion patterns (Gaussian components or instances)
constitute a bag which may contain multiple semantic clusters
simultaneously. In this way, each block (bag) is associated with
not only multiple instances but also multiple clusters. Therefore,
we formulate the blocks grouping task as a Multi-instance Multi-
cluster Learning (MIMCL) problem. There is little work directly
dealing with this problem. Most of the existing clustering
methods [15–18] are designed to solve traditional Single-
instance Single-cluster Learning (SISCL) problems, and some
methods [19,20] only consider a bag including one semantic
cluster and deal with Multi-instance Single-cluster Learning
(MISCL) problems. In many real-word cases, such as block
clustering, a bag (block) may belong to more than one clusters.
Therefore, it is unreasonable to adopt SISCL or MISCL formulation
and assign a bag to only one cluster.

Considering the MIMCL formulation and the maximum margin
clustering criterion [18,20,21], we propose a novel algorithm
named M4L, i.e. Maximum Margin Multi-instance Multi-cluster
learning, to cluster motion patterns for video scene modeling.
Briefly, M4L assumes a linear model for each cluster, where the
output of a bag on one cluster is set to be the maximum
prediction scores of all the instances. Subsequently, the outputs
on all possible clusters for all instances of a bag are adopted to
define the margin. That is, for a certain cluster, the corresponding
margin of a bag is defined by using the output of the most
discriminative instance, and the margin of the bag with respect to
the clustering system is set to be the minimum margin of the bag
over all possible clusters. Obviously, each instance is adopted to

determine the output on each possible cluster and the correla-
tions between different clusters are also considered in the
combination phase. Therefore, the connections between the
instances and the clusters are explicitly exploited by M4L. Com-
pared with the existing approaches, the contributions of our work
can be summarized as follows.

1. We formulate motion pattern clustering in video surveillance
as a Multi-instance Multi-cluster Learning (MIMCL) problem,
which provides a new perspective and is very suitable to group
motion patterns.

2. To group motion patterns efficiently, we propose a novel
clustering algorithm denoted as M4L: Maximum Margin
Multi-instance Multi-cluster Learning, which adopts the the-
ory of support vector machine and aims at finding the max-
imum margin hyperplane to separate the data from different
classes.

3. To solve the nonconvex M4L algorithm, we make use of
combination of Constrained Concave–Convex Procedure
(CCCP) and the Cutting Plane method for efficient optimization
solution.

The rest of the paper is organized as follows. In Section 2, we
introduce some related work to this paper. The proposed
approach is described in details in Section 3 including motion
pattern learning and motion pattern clustering. Experimental
results are reported and analyzed in Section 4. Finally, we
conclude the paper with future work in Section 5.

2. Related work

The problem of scene modeling in visual surveillance is not
new [4,1,2,5,22,14,23–25]. In general, the task is to lay out the
structure of traffic scenes (e.g., roads, sidewalks, intersections), or
learn motion patterns (e.g., pedestrian crossings, vehicles turn-
ing). The proposed work is an attempt to learn and cluster motion
patterns from static camera videos without any user intervention.
The most related work to our method is scene understanding in
visual surveillance, and clustering relevant methods. We review
the state-of-the-arts of these two topics, respectively.

2.1. Video scene understanding

In video surveillance, many methods attempt to learn motion
patterns for video scene understanding. Stauffer and Grimson [1]
use a real-time tracking algorithm in order to learn patterns of
motion (or activity) from the obtained tracks. Due to the use of
co-occurrence matrix from a finite vocabulary, these approaches
are independent from the trajectory length. However, the voca-
bulary size is limited for effective clustering and time ordering is
sometimes neglected. Hu et al. [2] generate trajectories using
fuzzy k-means algorithms for detecting foreground pixels. Tra-
jectories are then clustered hierarchically and each motion
pattern is represented with a chain of Gaussian distributions.
However, the number of clusters must be given manually and the
data must be of equal length, which weakens the dynamic aspect.
Wang et al. [4] propose a trajectory similarity measure to cluster
the trajectories and then learn the scene model from trajectory
clusters. Basharat et al. [26] learn patterns of motion as well as
patterns of object motion and size. These approaches [4,26] are
adapted to real-time applications and time-varying scenes
because the number of clusters is not specified and they are
updated over time. However, it is difficult to select a criterion for
new cluster initialization that prevents the inclusion of outliers

Fig. 1. Multiple primary motion patterns may exist in a certain block as shown in

the red rectangle. Here, each trajectory represents a motion pattern. (For inter-

pretation of the references to color in this figure caption, the reader is referred to

the web version of this Article.)
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