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Abstract

Prototype-based classification relies on the distances between the examples to be classified and carefully chosen prototypes. A small
set of prototypes is of interest to keep the computational complexity low, while maintaining high classification accuracy. An experimental
study of some old and new prototype optimisation techniques is presented, in which the prototypes are either selected or generated from
the given data. These condensing techniques are evaluated on real data, represented in vector spaces, by comparing their resulting reduction
rates and classification performance.

Usually the determination of prototypes is studied in relation with the nearest neighbour rule. We will show that the use of more
general dissimilarity-based classifiers can be more beneficial. An important point in our study is that the adaptive condensing schemes
here discussed allow the user to choose the number of prototypes freely according to the needs. If such techniques are combined with
linear dissimilarity-based classifiers, they provide the best trade-off of small condensed sets and high classification accuracy.
� 2006 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

An intuitive way of determining the class of an unknown
object is by analysing its similarity to a set of prototypes
either selected or generated from a given training set (TS) of
objects with known class labels. In general, similarities or
dissimilarities can be computed either from the raw object
observations or based on an intermediate feature represen-
tation. A small set of prototypes has the advantage of a low
computational cost and small storage requirements, while
leading to similar, or even improved, classification perfor-
mance. Various ways of designing a prototype set can be
studied in Euclidean vector spaces. Two families of such
optimisation procedures are editing and condensing.
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Editing is the step in a learning process in charge of
increasing the accuracy of predictions, when there is sub-
stantial noise in the training data. A basic editing algorithm
removes noisy instances, as well as close border cases, elim-
inating a possible overlap between the regions from different
classes and leaving smoother decision boundaries. Wilson
introduced the first editing method [1]. Briefly, the k-nearest
neighbour (k-NN) rule is used to estimate the class of each
prototype in the TS and to remove those whose class labels
do not agree with the ones judged by the k-NN rule. This
algorithm tries to eliminate mislabelled objects from the TS
as well as those near to the decision boundaries. Many re-
searchers have addressed the problem of editing by propos-
ing alternative schemes [2–5].

The condensing step aims at selecting a small sub-
set of prototypes without a significant degradation in the
classification accuracy. Two main groups of condensing
techniques can be distinguished. These are the selective
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schemes, which merely select a subset of the original training
objects [2,6–9] and the adaptive schemes which modify them
[10–15].

This paper discusses prototype optimisation methods,
such as editing and condensing, for feature-based rep-
resentations of classes in the context of prototype-based
classification. Traditionally, the 1-NN rule is used for this
purpose. It classifies objects based on the minimum distance
to the given prototypes. Here, we show that the prototype
sets, optimised to guarantee good performance of the 1-NN
rule, lead to a higher classification accuracy, when more
general dissimilarity-based classifiers are considered, as
recently proposed [16,17]. These are weighted linear or
quadratic combinations of the (Euclidean) distances com-
puted between the test objects and the prototype sets found
by dedicated condensing algorithms. Linear classifiers are
especially of interest, since their computational complexity
is comparable to that of the 1-NN rule.

Although the algorithms are run in vector spaces, the dis-
tances are by no means restricted to the Euclidean metric.
Other distances, such as the lp-distances, d(x, y)=(

∑
i |xi −

yi |p)1/p, p > 0 (metric for p�1), or inner-product based
distances, d(x, y) = 1 − xTy/‖x‖‖y‖, can be used. More-
over, the selective techniques can easily be applied to non-
vectorial data (such as strings, graphs or shapes) provided
that the pairwise dissimilarities are derived. This aspect has
already been confirmed in earlier studies, in which numer-
ous embeddings of metric and non-metric dissimilarity data
(usually derived from non-vectorial representations) were
analysed in Euclidean and pseudo-Euclidean spaces [16–18].
There, the prototypes were often chosen at random [18–21].
Other object selection techniques based on feature selection
or clustering approaches were studied and appeared to be
good for small prototype sets [16,17]. The conclusion of that
work is that more general dissimilarity-based classifiers de-
fined by the dissimilarities to a set of selected prototypes are
competitive to the NN rule in the context of non-vectorial
dissimilarity data.

In this paper we will confirm and extend this conclusion
to vectorial representations, where (additionally to selection
approaches) adaptive schemes can naturally be applied to
create prototypes. These aspects have not been investigated
so far. The reason behind our contribution is that the 1-NN
(or k-NN) rule is often applied in vector spaces1 for which
editing-and-condensing techniques have been widely stud-
ied in order to reduce the computational burden while main-
taining high accuracy. Consequently, our paper focusses on
vectorial representations and the aspects related to the NN
and condensed techniques. It is not our goal to present a
general investigation into prototype selection techniques for
dissimilarity data resulting from non-vectorial representa-
tions; in this case, the reader is referred to Refs. [16,17].
Instead, our goal is to study the applicability of condens-

1 This holds since the k-NN rule is known to be a simple and good
classifier for large sample sizes thanks to its theoretical properties [22].

ing techniques, used in vector spaces to optimise the 1-NN
rule, as prototype optimisation techniques for building more
general dissimilarity-based classifiers.

We will show that linear or quadratic dissimilarity-based
classifiers may successfully replace the 1-NN rule, espe-
cially when small sets of prototypes are needed. We will
focus on Euclidean distances to maintain the connection
with the traditionally used distances for selective condens-
ing schemes in vector spaces. We will also compare these
with adaptive reduction algorithms. Consequently, we fo-
cus on Euclidean distances in vector spaces and the use of
condensing schemes determined in favour of the 1-NN rule.
Adaptive schemes are especially of interest, as they can only
be used when vectorial representations are available. Conse-
quently, as they offer more flexibility, they should be more
beneficial in vector spaces than the selective approaches.

Four condensing techniques are studied. Experiments are
conducted to compare their ability to reduce the training
size, while maintaining the discriminative power of the opti-
mised prototypes. The classification performance is judged
by the 1-NN rule and two more general dissimilarity-based
classifiers.

The paper is organised as follows: Section 2 briefly re-
views a number of condensing techniques which are used
in our study. These are MaxNCN [14,23], Reconsistent [14],
LVQ [24] and MixtGauss [15]. Section 3 briefly describes
the framework of the prototype-based classification meth-
ods used for the evaluation of the derived condensed sets. In
Section 4, the data sets are presented and the experiments
are described, providing quantitative results and a further
discussion. Finally, the main conclusions are summarised in
Section 5.

2. Condensing methods to compare

Assume a TS of N instances, X = {x1, x2, . . . , xN }, rep-
resenting J classes, C = {c1, . . . , cJ }. Each instance xi is
a point (a vector) in an n-dimensional feature space Rn.
A condensed set consists of r, r>n, prototypes, which are
either selected or generated from the examples of X. They
are determined to represent efficiently the distributions of
the classes and be well discriminative, when used to classify
the training objects. Their cardinality should be sufficiently
small to reduce both the storage and evaluation time.

A condensed set is said to be consistent with respect
to a TS if the classification error, estimated by assign-
ing all objects from the TS to the classes of their nearest
neighbours in the condensed set, is small; see Refs. [3,7].
Therefore, given a set of prototypes representing the class
distribution, the classification rate of the TS can be used to
measure the consistency of this set. As the consistent con-
dition is maintained, the smaller the number of prototypes
in the condensed set, the better the final result is.

Four condensing algorithms are presented below. These
are two selective schemes, MaxNCN and Reconsistent, and
two adaptive schemes, LVQ and MixtGauss.
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