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How to guarantee the robustness of multi-source adaptation visual classification is an important chal-
lenge in current visual learning community. To this end, we address in this paper the problem of robust
visual classification with few labeled samples from the target domain of interest by leveraging multiple
prior source models. Motivated by the recent success of low rank representation, we formulate this
problem as a robust multi-source adaptation visual classification (RMAVC) model with supervised low
rank representation by combining the strength of discriminative information from the target domain and
the prior models from multiple source domains. Specifically, we propose a joint supervised low rank
representation and multi-source adaptation visual classification framework, which achieves dual goals of
finding the most discriminative low rank representation and multi-source adaptation classifier para-
meters for the target domain. While it is showed in this paper that the proposed RMAVC framework is
effective and can produce high accuracy on several tasks of multi-source adaptation visual classification,
this framework fails to consider the local geometrical structure of the target data and the hetero-
geneousness among multiple source domains. Hence, under this framework, we further present two
effective extensions or variants, i.e., RMAVCK and RMAVC_FM, by exploiting multiple kernel trick and
flexible manifold regularization, respectively. The proposed framework and its variants are robust for
classifying visual objects accurately and the experimental results demonstrate the effectiveness of our
methods on several types of image and video datasets.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

With the development of computer network and storage
technologies, we have witnessed explosive growth of visual data
such as images and videos. These explosive amounts of emerging
visual data have brought a big challenge to the task of visual
classification by using those traditional methods [1-4]. On the one
hand, expensive and time-consuming human labor is required for
the collection of labels of new emerging data. On the other hand,
there exists a large amount of outdated labeled data from previous
tasks. To this end, the recent literatures have witnessed an in-
creasing focus on transfer learning or domain adaptation learning
(DAL) [7,8] problems in computer vision and machine learning [9-
11,13]. Different with conventional classification methods, one (or
multiple) related source/auxiliary domain(s) is(are) provided in
domain adaptation classification to assist the learning process in
target domain, and the distribution divergence or model disparity
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between source and target domains should be minimized in the
process of adaptation [16]. Recently, many DAL techniques have
been proposed to solve the problem of mismatch between source
and target domains in the field of image or video concept detec-
tion and classification [12-15,17]. Depending on how the source
information is exploited, the division of DAL methods is between
model-based and representation-based adaptation. The former
advocates implicit adaptation to the target distribution by ad-
justing a classifier from the source domain(s) (e.g., [17,18] and
[21]), whereas the latter attempts to achieve alignment by ad-
justing the representation of the source data via learning a
transformation (e.g. [13-16], and [19]). Orthogonal to this, the
extant methods can also be classified into supervised and un-
supervised adaptation, based on whether labels of target domain
have been exploited during the adaptation. In this paper, we focus
on the supervised model-based adaptation methods.

While the effectiveness and efficiency of cross-domain visual
classification make it of particular use in practice, it also brings a
new issue, i.e., how to handle the errors (e.g., noises or corrup-
tions) which possibly exist in target training data. Theoretically
speaking, noise and outlier samples abound in training data by
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nature [4,5], which needs more robustness on a learning model
compared to traditional DAL tasks. Hence, how to guarantee the
robustness of cross-domain visual recognition is an important
challenge in robust visual classification tasks. With this viewpoint,
we study in this paper the robust visual classification problem by
exploiting multiple source models learned previously from exist-
ing related source domains [15,17,18,21,58]. Specifically, given a
set of models previously learned from multiple prior sources, and
a set of large unlabeled samples and few labeled samples from the
target domain of interest, drawn from some different distribution
with those from which the prior sources are respectively drawn,
our objective is to learn jointly a robust representation for all
samples from the target domain and a effective classifier relying
on auxiliary multi-source models for further visual classification.

Notice that in visual recognition tasks, visual representation is a
crucial procedure for robust visual data processing and under-
standing. Liu et al. [20] recently proposed the low-rank re-
presentation (LRR) and use it to recover robust subspace structures
of data. LRR can jointly obtain the representation of all the data
under a global low rank constraint, and thus it is better at cap-
turing the global data structures of target data. While being po-
tentially powerful, LRR depends heavily on the configuration of its
key parameter [52]. In order to figure out under which conditions
LRR can be effective, Liu et al. [52] further established a theoretical
analysis for LRR and then derived an estimate to the model
parameter of LRR. Recent researches have demonstrated that LRR
is a powerful visual data representation method and is receiving
increasing interest in image segmentation and classification and
face recognition [5,22-27|. These algorithms first define the
characterized low rank structure and then implement classifica-
tion steps, as a result, the performance of classification steps is
largely determined by the recovered low rank representation
structure. The reason is that once the low rank representation of
data is obtained, it is fixed in the following classification steps. If
the low rank representation matrices and the optimal classifica-
tion vectors can be jointly learned at the same time, the optimal
low rank representation matrices can be affected by the classifi-
cation vectors, therefore, the performance of the algorithm might
be improved. Besides, to the best of our knowledge, few works
presently have yet jointly considered supervised low-rank re-
presentation and multiple sources adaptation to solve robust vi-
sual classification problems. In other words, how to harness the
model information from source domain(s) to effectively boost vi-
sual classification performance of target datum, which is re-
constructed with LRR, is yet an unresolved issue.

Based on the above motivations, we propose in this paper a
joint supervised low rank representation and multi-source adap-
tation visual classification framework, which achieves the dual
goal of finding the most discriminative low rank representation
and optimal visual classifier parameters for target visual recogni-
tion. The multi-source adaptation ensures that our framework is
effective for exploiting model information learned from multiple
sources, and the lowest rankness ensures that it can better capture
the global cluster or subspace structures of target data and is more
robust to noise and outliers. We therefore name our method Ro-
bust Multi-source Adaptation Visual Classification using su-
pervised LRR or termed RMAVC for short. While the idea of model-
based multi-source adaptation learning has been explored re-
cently for computer vision primarily for video or image classifi-
cation [17,18,21], our method is intrinsically different from these
previously proposed algorithms for visual classification. In our
approach, label information from training data is incorporated into
low rank representation learning process by adding a ridged re-
gression regularization term to the objective function of LRR. The
dictionary learned by our method has good reconstruction and
classification capabilities. With this high-quality dictionary, we are

able to learn jointly a low rank representation and a robust clas-
sification model for target domain. To address this joint optimi-
zation objective of RMAVC, We also propose an effective algorithm,
which alternates between solving for subsets of parameters of the
classification whilst preserving the low-rank representation.
Specifically, this paper makes the following main contributions:

(1) We present a Robust Multi-source Adaptation Visual Classifi-
cation (RMAVC) framework by using supervised low rank
feature representation. The framework jointly optimize the
supervised low rank representation with a recovered over-
complete dictionary and find an optimal target classifier
model adapted from other multi-source models, in which the
optimal low rank representation matrix can adaptively change
with the optimal low rank classification vector. To the best of
our knowledge, our work is the first to introduce the su-
pervised low-rank representation for robust multi-source
adaptation visual learning.

(2) RMAVC can be readily introduced to many popular kernel
methods such as SVM, support vector regression (SVR), least-
squares SVM (LS-SVM) [32] and so on, and extend these
algorithms to the corresponding domain adaptation methods.

(3) We formulate an optimization problem that combines the
objective function of the supervised low rank representation
with the classification by leveraging multiple source models,
and further give an algorithm that alternates between solving
for optimal variables of the function, whilst preserving the
low-rank representation.

Under the RMAVC framework, we further propose two effec-

tive extensions, ie., RMAVC with multiple kernel trick

(RMAVCK) and RMAVC with flexible manifold regularization

(RMAVC_FM). Based on the tool of transductive Rademacher

complexity analysis [49], a generalization error bound is also

derived for RMAVC_FM.

(5) Comprehensive experiments on real visual classification tasks
verify the robustness and effectiveness of the proposed fra-
mework and its extensions.
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The rest of the paper is organized as follows. In Section 2, the
previous related works about LRR are briefly reviewed. We pre-
sented our robust multi-source adaptation visual classification
framework and its corresponding solutions in Section 3, in which
we further gives two effective extensions under this framework.
Discussions about the generalization error bound of RMAVC_FM,
selection of adaptation weights, and connections with other works
are conducted in Section 4. The experimental results on visual data
classification are discussed in Section 5. Finally, we draw a con-
clusion and discuss the future work in Section 6.

2. Briefly review on low rank representation methods
2.1. Notations and definitions

In the following, we denote with small and capital bold letters
respectively column vectors and matrices, eg.,
a=Ia,a,..,a0 €R% and A e RV The (j, i) entry of A is re-
presented by the symbol [A];, and therefore its jth row and ith
column by [A];, and [A],;, respectively. Moreover we indicate with

1/p .
||a||p:=(zf=1|ai|”) the p-norm of a vector a, and with

IAIZ = X1, Z;':] [A; the Frobenius norm of the matrix A. We also
denote by ||Al,; the L; norm for sample-specific noise [20]:

Al = Z'}ﬂ ZL[A];_. The transpose of a vector or matrix is
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