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a b s t r a c t

This paper presents a novel quadratic projection based feature extraction framework, where a set of
quadratic matrices is learned to distinguish each class from all other classes. We formulate quadratic
matrix learning (QML) as a standard semidefinite programming (SDP) problem. However, the conven-
tional interior-point SDP solvers do not scale well to the problem of QML for high-dimensional data. To
solve the scalability of QML, we develop an efficient algorithm, termed DualQML, based on the Lagrange
duality theory, to extract nonlinear features. To evaluate the feasibility and effectiveness of the proposed
framework, we conduct extensive experiments on biometric recognition. Experimental results on three
representative biometric recognition tasks, including face, palmprint, and ear recognition, demonstrate
the superiority of the DualQML-based feature extraction algorithm compared to the current state-of-the-
art algorithms.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

A typical statistical pattern recognition system usually consists
of four modules: a sensor module, a preprocessing module, a
feature extraction module, and a classification module [1]. Among
these four modules, the feature extraction module plays a critical
role in the success of the system. The objective of feature extrac-
tion is to find a specific representation which encodes relevant
information from input data, so that not only is the computational
complexity of subsequent classifiers reduced but also the useful
features can be used to perform the desired tasks [2].

Usually, the real-world data can be represented as a high-
dimensional vector [3]. For instance, an image of size 80� 80 can
be viewed as a point in a 6400 dimensional feature space. How-
ever, the high dimensionality of data prevents from direct usage of
learning techniques in a high-dimensional space. A common way
to deal with this problem is to make use of feature extraction
techniques, or more specifically, use dimensionality reduction
techniques [2,4-6] to project the original high-dimensional data
onto a low-dimensional space.

Recently, biometric recognition, which refers to the task of
automatic identification of individuals based on their physiological
and/or behavioral characteristics, has received much attention due
to its wide range of applications, such as law enforcement, access
control, and video surveillance [1,3,7]. A number of biometrics
have been proposed in recent years (e.g., [8–12]). Two kinds of
biometric characteristics are usually used, i.e., physiological char-
acteristics (such as face, palmprint, and ear) and behavioral char-
acteristics (such as gait, signature). Despite decade-long efforts,
building an automatic and robust biometric recognition system
remains a challenging problem due to variations in illumination,
pose, occlusion, etc.

During the fast few decades, numerous feature extraction
methods have been put forward to deal with the biometric
recognition problems. For example, Qian et al. [13] proposed the
discriminative histograms of local dominant orientation (D-HLDO)
method for biometric image feature extraction. Shekhar et al. [14]
developed a joint sparse representation for robust multimodal
biometrics recognition. Beside feature extraction, feature selection
is also extensively investigated to discover the knowledge related
to biometric data. Different from feature extraction, which gen-
erates new features from functions of the original features, feature
selection returns a subset of the features from a large feature pool.
Boosting [15,16] and Lasso [17] have been successfully used to
perform feature selection in face detection and recognition. Sun
et al. [18] proposed an optimization formulation for ordinal feature
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selection for iris and palmprint recognition. Guo et al. [19] pre-
sented the feature band selection for the online multispectral
palmprint recognition. Ghoualmi et al. [20] proposed a feature
selection method based on the genetic algorithm for ear authen-
tication. Kumar et al. [21] suggested to use feature selection and
combination to improve the performance of bimodal biometric
system.

Until now, a large number of feature extraction methods have
been developed. However, many methods mainly consider the first
order statistics of data, which are indeed non-linearly distributed.
Even though nonlinear feature extraction methods are introduced
to handle the non-linearly distributions, the computational cost of
these methods is high. On the other hand, high order statistics
which capture the complex statistical relationship of the data can
be beneficial for feature extraction and feature selection, poten-
tially leading to superior performance.

In this paper, we propose a novel nonlinear feature extraction
framework, which takes advantage of the quadratic projection
technique. Compared with the traditional linear projection tech-
nique, the quadratic projection technique exploits the second
order statistics of data. It is well-known that the quadratic clas-
sifiers are optimal for the data under Gaussian distributions. Even
when the data is not Gaussian-distributed, we can still expect
quadratic projection to perform better than linear projection
under general conditions since more high-order information is
taken into consideration in quadratic projection.

More specifically, we propose a novel nonlinear feature
extraction framework based on the quadratic projection techni-
que. Different from the traditional linear projection technique
(which obtains a feature vector based on a linear form), the
quadratic projection technique uses a quadratic form to extract a
feature vector, where each feature is extracted by using the
homogeneous polynomial of degree two in a number of original
features. In the proposed framework, a set of quadratic matrices is
learned to distinguish each class from all other classes. Mathe-
matically, we formulate quadratic matrix learning (QML) as a
standard semidefinite programming (SDP) problem. To solve the
scalability of QML, we further develop an efficient algorithmwhich
significantly reduces the computational complexity of the con-
ventional interior-point SDP solvers [6].

In this paper, we will motivate and study this new framework
within the context of biometric recognition. We use biometrics
data as a case study to illustrate the effectiveness of the proposed
framework. Experimental results on three representative bio-
metric recognition tasks (including face, palmprint, and ear
recognition) show that the proposed algorithm achieves better
performance than the linear projection based and kernel/tensor
based feature extraction algorithms.

In summary, the main contributions of our work are summar-
ized as follows:

1. A novel feature extraction framework based on the quadratic
projection technique is proposed to extract discriminative fea-
tures, where a set of quadratic matrices is learned. Experimental
results on biometric recognition tasks show the effectiveness of
the proposed framework.

2. We develop an efficient algorithm for quadratic matrix learning
(QML) via the Lagrange duality theory. Our proposed algorithm
is much more scalable than the traditional SDP solvers. The
importance of this improvement is that it thereby allows us to
apply QML to high-dimensional data.

The rest of this paper is organized as follows. Section 2
describes related work. Section 3 presents the details of the pro-
posed quadratic projection based feature extraction framework,
where a novel algorithm is developed for efficient QML.

Experimental results on three biometric recognition tasks are
given in Section 4. Finally, Section 5 provides the concluding
remarks.

2. Related work

Feature extraction can be performed in a linear or nonlinear
way. The linear feature extraction based algorithms usually per-
form a linear mapping of input data onto a low-dimensional fea-
ture space. Typical algorithms include principal component ana-
lysis (PCA) [22], linear discriminant analysis (LDA) [23,9], locality
preserving projections (LPP) [24], margin fisher analysis (MFA) [4],
class-dependence feature analysis (CFA) [25,26], local dis-
criminative gaussians (LDG) [27], and low rank matrix factoriza-
tion [28]. Recently, a large number of distance metric learning
algorithms [29–32] have been proposed to perform linear feature
extraction. These algorithms are computationally efficient. How-
ever, their performance can degrade in cases with non-linearly
distributed data existing in many real-world applications.

Nonlinear feature extraction algorithms are based on the
intuition that input data lies on a nonlinear manifold in a high-
dimensional space. A direct and natural way to extend the linear
feature extraction algorithms to nonlinear cases is to take advan-
tage of the kernel technique [33,34], which does not have to
explicitly compute the nonlinear mapping between the input
space and the feature space. The kernel-based nonlinear algo-
rithms find nonlinear projections by nonlinearly mapping data
onto a higher-dimensional feature space, but it still performs lin-
ear projections in the new feature space.

Other types of nonlinear algorithms include manifold learning
techniques, such as ISOMAP [35], locally linear embedding (LLE)
[36], and local tangent space alignment (LTSA) [37]. Nevertheless,
many manifold learning algorithms suffer from the so-called out-
of-sample problem [38], i.e., these algorithms provide mapping
only for training data but not for unseen test data.

The multilinear subspace learning (MSL) techniques [39,40]
have also been developed for finding a low-dimensional repre-
sentation of high-dimensional tensor data through direct map-
ping. There are three types of multilinear projections according to
the forms of input and output of a projection [39], i.e., vector-to-
vector projection (VVP), tensor-to-tensor projection (TTP), and
tensor-to-vector projection (TVP). Although the MSL algorithms
preserve the structure in original data by operating on natural
tensor representations, most of these algorithms are based on
iterative schemes and usually converge to local solutions.

Generally speaking, the distributions of real-world data (such
as biometric data) show highly non-linear and non-convex.
Therefore, the non-linear feature extraction is beneficial for the
subsequent classification. However, the kernel extension is com-
putationally expensive, while the multi-linear based algorithms
often offer local optimal solutions. In this paper, we develop a
novel nonlinear feature extraction framework, which leverages the
quadratic projection technique to encode high order statistics of
the biometric data. Note that both the proposed algorithm and the
MSL algorithms (using 2D matrix data) [39,40] aim to optimize a
matrix. However, in the proposed framework, the optimized
matrix is a quadratic matrix required to satisfy the positive
semidefinite constraint (usually not required in the MSL algo-
rithms). Furthermore, compared with the MSL algorithms which
attempt to obtain one matrix to distinguish all classes, the pro-
posed framework obtains multiple quadratic matrices, where each
quadratic matrix is trained to separate one class from the other
classes.
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