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We present a method to reconstruct human motion pose from uncalibrated monocular video sequences
based on the morphing appearance model matching. The human pose estimation is made by integrated
human joint tracking with pose reconstruction in depth-first order. Firstly, the Euler angles of joint are
estimated by inverse kinematics based on human skeleton constrain. Then, the coordinates of pixels in
the body segments in the scene are determined by forward kinematics, by projecting these pixels in
the scene onto the image plane under the assumption of perspective projection to obtain the region
of morphing appearance model in the image. Finally, the human motion pose can be reconstructed by
histogram matching. The experimental results show that this method can obtain favorable reconstruction
results on a number of complex human motion sequences.

Crown Copyright � 2009 Published by Elsevier Ltd. All rights reserved.

1. Introduction

Human motion contains a wealth of information about actions,
intentions, emotions, and personality traits of a person and plays an
important role in many application areas, such as surveillance, hu-
man motion analysis, and virtual reality. It is a hot topic to track hu-
man joint and reconstruct the corresponding 3D human motion pos-
ture from an uncalibrated monocular video sequences, the human
motion pose reconstruction can be categorized into two groups: (1)
using multi-view video sequences, and (2) using monocular video
sequences. Reconstruction of human motion pose from monocular
video sequences is more attractive because it has many advantages
such as convenient to use, conveniently available to general public
and less restrictions. The depth value of an object will be lost when
the object is projected onto 2D image plane. Therefore, 3D motion
reconstruction from 2D motion sequences is still a challenging task.
The conventional methods to reconstruct human pose from monoc-
ular video sequences may require some restrictions or prior knowl-
edge. Rather than the classical algorithms, in this paper, we pro-
pose an approach to reconstruct the 3D human motion pose from
uncalibrated monocular video sequences by combining human joint
tracking and pose extraction, whose advantages include fewer con-
straints, without knowing the parameters of camera model, easy to
implement andmore precise performance of the pose reconstruction.
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Human pose reconstruction from monocular video sequences
is roughly divided into two categories: machine learning methods
and object tracking methods. Researchers propose the use of ma-
chine learning methods that exploit prior knowledge in gaining
more stable estimates of 3D human body pose [1–5]. However,
these methods require a large amount of samples which limit their
applications. Object tracking methods commonly follow two se-
quence steps: first, locating feature of human and tracking them
in each frame, then, reconstructing human pose by these obtained
features. Many researchers have conducted studies on the first step,
and general surveys can be found in recent review papers [6,7],
in this step, people always use the configuration in the current
frame and a dynamic model to predict the next configuration [8,9].
Most approaches perform prediction by variants of kalman filtering
[9,10] and particle filtering [11–13]. Particle filters restrict them-
selves to predictions returned by a motion model which is hard
to construct, such a scheme is susceptible to drift due to impre-
cise motion model that the predictions were worse. Annealing the
particle filter [14] or performing local searches [15] is the ways to
attack this difficulty. The second step is human pose reconstruction
(i.e., extracting 3D coordinates of feature from its corresponding
2D image coordinates). Some researchers reconstruct the human
motion pose from video sequences by using some constrains such
as human skeleton proportions based on camera model, these
methods can be classified into two classes depending on the cam-
era model adopted: (1) using affine camera model; and (2) using
perspective camera model. Affine camera model is only an ap-
proximation of the real camera model. Scaled-orthographic camera
model is an important instance of this kind and is popularly used
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bymany researchers [16,17]. The scale factor s has a significant effect
on the result of human motion pose reconstruction by using scaled-
orthographic camera model [16]. In these methods, the scale factor
s is estimated by satisfying a constrained formula, but not a ground
truth value; so the reconstructed human pose is great different from
the real human pose, and these methods can only handle images
with very little perspective effects. In addition, there are very limited
research efforts working on human pose reconstruction based on
perspective camera model [18–20]. Zhao et al. [20] restrict all body
segments of the human figure as almost parallel to the image plane in
order to acquire accurate human skeleton proportions. Peng requires
estimating the virtual scale factor for each frame [19].

The remainder of this paper describes our algorithm in more
detail. In Section 2, we explain the diagram of data flow in our system,
and in Section 3, we describe the initialization of our system. The
detail procedure to reconstruct human motion pose is described in
Section 4, while in Section 5, we illustrate results from our system.
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Fig. 1. Diagram of data flow in our system.
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Fig. 2. Morphing appearance model matching to extract human pose.

In the end of this paper, we conclude about this study and point out
the future further work.

2. Overview

The basic idea of our algorithm is to reconstruct 3D human pose
reconstruction from the corresponding 2D joints on the image plane.
The positions of human joints in each frame of the video are located
with a local search by using the technique of morphing appearance
model matching.

The proposed algorithm is divided into four major steps as shown
in Fig. 1. The first step is to initialize models by a simple user inter-
face with the first frame as input, the texture information and space
information about the appearance of body segments can be acquired
by marking projected landmarks of the subject's body on the im-
age plane, and the relative lengths of body segments in the human
skeleton model are also estimated.
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