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Deep learning methods are able to automatically discover better representations of the data to improve the

performance of the classifiers. However, in computer vision tasks, such as the gender recognition problem,

sometimes it is difficult to directly learn from the entire image. In this work we propose a new model called

Local Deep Neural Network (Local-DNN), which is based on two key concepts: local features and deep ar-

chitectures. The model learns from small overlapping regions in the visual field using discriminative feed-

forward networks with several layers. We evaluate our approach on two well-known gender benchmarks,

showing that our Local-DNN outperforms other deep learning methods also evaluated and obtains state-of-

the-art results in both benchmarks.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Gender recognition of face images is an important task in com-

puter vision as many applications depend on the correct gender as-

sessment. Examples of these applications include visual surveillance,

marketing, intelligent user interfaces, demographic studies, etc. The

gender recognition problem is usually divided into several steps, sim-

ilarly to other classification problems [25]: object detection, prepro-

cessing, feature extraction and classification. In the detection phase,

the face region is detected and cropped from the image. Then, a pre-

processing technique is used to reduce variations in scale and illu-

mination. After this normalization, the feature extraction step aims

at obtaining representative and discriminative descriptors of the face

region. Finally, a binary classifier that learns the differences between

male and female representations is trained.

Perhaps, feature extraction is the most critical step in order to

achieve good performance. Traditionally, features have come up as a

result of the knowledge and expertise of many feature practitioners.

However, instead of relying on this human-based process to define

the best representation of the data in a specific problem, it would

be much more interesting to let the algorithm to discover that rep-

resentation automatically by itself. For this reason, representation

learning has emerged as a promising research field [18]. The main

goal of representation learning is to automatically convert data into

a form that makes it easier to extract useful information when build-

ing classifiers [2]. Deep learning approaches are a particular kind of
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representation learning procedures that discover multiple levels of

representations using neural networks, with higher-level features

representing more abstract concepts of the data. These more abstract

representations are closer to the semantic content of the data, so they

are more useful than the raw data by itself to build classifiers. Also, it

has been demonstrated that our brain works in the same way dealing

with complex tasks like vision and language. The brain cortex extracts

multiple levels of representation from the sensory input, doing pro-

gressively more complex processing tasks [29].

These strategies have shown an excellent performance in chal-

lenging problems on the computer vision domain [6,16,36]. However,

sometimes it is very difficult to directly learn from the entire image

using standard Deep Neural Networks (DNN), specially with complex

data like natural images [15]. This problem has been tackled using

the idea of getting information from sub-regions of the input image.

For instance, unsupervised learning can extract useful features look-

ing only at small zones of the images, called patches [15]. A similar

idea is used in Deep Convolutional Neural Networks (DCNNs), where

individual neurons are tiled in such a way that they respond only to

overlapping regions in the input field.

Here, we propose a new model called Local Deep Neural Net-

work (Local-DNN). Our model extracts several local features from the

input images, and these features feed a discriminative deep neural

network. The network learns to classify each local feature accord-

ing to the label of the image to which it belongs. The final deci-

sion for the whole input image is taken based on a simple voting

scheme that takes into account all the local contributions. We have

found that for some specific applications, where some registration

has been applied to the images, e.g. a face detector, the Local-DNN

has demonstrated to be superior to other techniques due to a greater
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robustness to small translations, occlusions and local distortions, see

[39]. In this paper, we apply the Local-DNN model to the gender

recognition problem using face images. Nevertheless, it is important

to note that the Local-DNN is devoted to deal with images with this

kind of registration and where some prior knowledge can be applied

in order to select the most informative parts of the images, a kind of

saliency map, while DCNNs are devoted to general problems without

any kind of constraint, registration or prior knowledge of the saliency

map.

In order to be able to draw relevant conclusions, several experi-

ments have been carried out using two challenging and realistic face

image databases called Labeled Faces in the Wild (LFW) [14] and

the so-called Gallagher’s database [10], where the images were taken

in unconstrained conditions. Our Local-DNN framework outperforms

other deep learning methods evaluated in this work, such as standard

DNNs and DCNNs, and also obtains state-of-the-art results on these

databases.

The remainder of the paper is organized as follows. Section 2 de-

scribes the related work on gender recognition. Section 3 describes

our Local-DNN framework and Section 4 describes the datasets used

and the set of experiments carried out. The final section draws some

conclusions about the work in this article.

2. Related work

Extracting a good representation of the data is perhaps the most

critical step in most of the pattern recognition problems. Initial ap-

proaches for gender recognition used the geometric relations be-

tween facial landmarks as feature representation [24]. However,

these methods required a very accurate landmark detection and it

was shown that quite relevant information was thrown away. For this

reason, all recent approaches use appearance-based methods, which

perform some kind of operation or transformation on the image pix-

els. Appearance methods can be holistic, when the whole face is used

to extract features, or local, when information is extracted from local

regions of the face.

The handcrafted features found in the literature for gender recog-

nition can be as simple as the raw pixels [23] or pixel differences [1].

Sometimes, simple features are pooled together as in [17], where im-

age intensities in RGB and HSV color spaces, edge magnitudes, and

gradient directions were combined. More elaborated features include

Haar-like wavelets [30], Local Binary Patterns (LBPs) [32] or Gabor

wavelets [19]. These features work well and are robust to small il-

lumination and geometric transformations. However, they are based

on the expertise of the researcher to find the best option for a given

problem. For instance, in [22] this expertise is used to compensate

pose changes using a 3D model of the face.

Feature representations of the face are usually high-dimensional,

and it is common to apply dimensionality reduction techniques. In

[38] the authors show a good comparison of different methods on

a gender recognition problem among others. These techniques have

been widely used because of their simplicity and effectiveness [3,11].

However, they might not capture relevant information to represent a

face in the gender recognition problem.

After all these steps, the face representation obtained is fed into a

classifier that learns a discriminative model using the labels of the

samples. For instance, the AdaBoost and the SVM algorithms have

been widely used in the literature [1,5,32]. In this spirit, an excellent

comparison of gender recognition techniques using different meth-

ods can be found in [4].

Regarding deep learning techniques, unsupervised models, such

as Restricted Boltzmann Machines (RBMs) [34], have been demon-

strated to be useful as a way to pre-train these deep architectures

[12]. These models are able to automatically extract good features

from unlabeled data that are useful in supervised tasks like the gen-

der recognition problem [21]. On the other hand, DCNN models have

shown great performance in computer vision tasks by learning from

small regions in the visual field [16,33] and have been successfully

used for face recognition [28,35,36]. Focusing on the gender recogni-

tion problem, a recently published work used a DCNN to estimate the

gender and age attributes using real-world face images [20].

3. Local Deep Neural Networks

3.1. Introduction

In this section, we aim to describe the details related to our Local-

DNN model. On the one hand, we have used a formal probabilistic

framework, introduced in [39], to model the local feature-based clas-

sification. This framework is general, but in this work, we particular-

ize it for the problem at one hand, where the local features became

simple windows extracted from the face image at different locations,

called patches. Therefore, from here onwards, the terms patch and

local feature will be used interchangeably. On the other hand, we in-

troduce the idea of using deep networks that are able to learn how to

classify each local feature according to its appearance. During testing,

all the contributions are fused using a voting scheme.

3.2. Formal framework for local-based classification

We denote the class variable by c = 1, . . . ,C and the input pattern

(image) by x. Local features (patches) are extracted from the input

pattern using some selection criterion. Let F denote the number of lo-

cal features drawn from the input pattern x. It is assumed that each

local feature x[i], i = 1, . . . , F, contains incomplete yet relevant infor-

mation about the true class label of x, and thus it makes sense to

define a local class variable for it, ci ∈ {1, . . . ,C}.

In accordance with the above idea, the posterior probability for x

to belong to class c is computed from a complete model including all

the local features labels,

p(c | x) =
C∑

c1=1

· · ·
C∑

cF =1

p(c, c1, . . . , cF | x) (1)

which is broken into two sub-models, the first one to predict local

class posteriors (from x only) and then another to compute the global

class posterior from them (and x),

p(c, c1, . . . , cF | x) = p(c1, . . . , cF | x) p(c | x, c1, . . . , cF ) (2)

In order to develop a practical model for p(c|x), the first submodel

is simplified by assuming independence of local labels conditional to

x; that is, by application of a naive Bayes decomposition to it,

p(c1, . . . , cF | x) :=
F∏

i=1

p(ci | x[i]) (3)

where x[i] denotes the part of x relevant to predict ci; i.e. the ith image

patch. This simplification is based on the strong assumption of local

features independence. On the other hand, it yields a very simplified

model. Similarly, the second submodel is simplified by assuming that

the global label only depends on local labels,

p(c | x, c1, . . . , cF ) := p(c | c1, . . . , cF ) (4)

The above simplifications are clearly unrealistic, though they may

be reasonable if each local feature can be reliably classified indepen-

dently of each other. In such a case, we may further simplify the sec-

ond submodel by letting each local feature i vote for ci in accordance

with a predefined (feature) reliability weight α:

p(c | c1, . . . , cF ) :=
F∑

i=1

αi δ(ci, c) (5)
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