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a b s t r a c t

This paper presents a new algorithm that can be used to compute an approximation to the median of a set
of strings. The approximate median is obtained through the successive improvements of a partial solu-
tion. The edit distance from the partial solution to all the strings in the set is computed in each iteration,
thus accounting for the frequency of each of the edit operations in all the positions of the approximate
median. A goodness index for edit operations is later computed by multiplying their frequency by the
cost. Each operation is tested, starting from that with the highest index, in order to verify whether apply-
ing it to the partial solution leads to an improvement. If successful, a new iteration begins from the new
approximate median. The algorithm finishes when all the operations have been examined without a bet-
ter solution being found. Comparative experiments involving Freeman chain codes encoding 2D shapes
and the Copenhagen chromosome database show that the quality of the approximate median string is
similar to benchmark approaches but achieves a much faster convergence.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Extending the concept of ‘‘median’’ to structural representa-
tions such as strings has been a challenging issue in Pattern Recog-
nition for some time, as it is shown in the review presented in Jiang
et al. (2004). This problem arises in many applications such as 2D
shape representation and prototype construction (Jiang et al.,
2000; Bunke et al., 2002), the clustering of strings (Lourenço and
Fred, 2005), Self-Organized Maps of strings (Kohonen, 1998;
Fischer and Zell, 2000) or the combination of multiple source
translations (González-Rubio and Casacuberta, 2010).

Formally, given a set S ¼ fS1; S2; . . . ; Sng of strings over the
alphabet

P
and a distance function DðSi; SjÞ which measures the

dissimilarity between strings Si and Sj, the distance from a string
S0 to all the strings in S can be computed by the expression (1).

SODðS0Þ ¼
X
Si2S

DðS0; SiÞ ð1Þ

The median string is the string bS 2P� that minimizes (1). This
string is also denoted as the generalized median string. A common
approximation to the true median string is the set median, a string
in S which minimizes (1). It is not necessary for either the median
string or the set median to be unique.

An exact algorithm to compute the median of a set of strings
was proposed by Kruskal (1983). However, in most practical appli-
cations this is not a suitable approach due to the high computa-
tional time requirements. As Casacuberta and Antonio (1997) and
Nicolas and Rivals (2005) pointed out, there are various formula-
tions of this problem within the NP-Complete class. Several
approximations have therefore been proposed. One approach that
has been studied by several authors is that of building the approx-
imate median by using the successive changes of an initial string.
One or more pertubations can be applied at a time, as in the works
of Martínez-Hinarejos et al. (2003) and Fischer and Zell (2000),
respectively. The results of empirical testing show that the first ap-
proach leads to high quality approximations but requires more
computational time. The principal motivation of this work is to de-
scribe a new algorithm able to compute a quality approximation to
the median string like that of Martínez-Hinarejos et al. (2003), but
requires significantly less computational effort. In Section 2 some
related works are examined. Section 3 describes the proposed ap-
proach and provides an analysis of the computational cost bounds
for the algorithm. Various comparative experiments are described
in Section 4. Finally, Section 5 shows our conclusions and some
lines for further research.

2. Related works

Many approximate solutions have been described since Kruskal
(1983) proposed an exact algorithm that could be used to compute
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the median string for a given set S of N strings of a length of l and
the Levenshtein (Levenshtein, 1966) metric. This algorithm runs in
OðlNÞ proportional time. A number of heuristics therefore address
this difficulty by reducing the size of the search space. Some
authors, such as Olivares and Oncina (2008), have studied the
approximation to the median string not only under the
Levenshtein edit distance but also under the stochastic edit dis-
tance (Ristad and Yianilos, 1998). In other works, the search for
the approximate median is not performed directly in the string
space but in a vectorial space in which the strings are embedded;
this is the approach studied in Jiang et al. (2012) which also relies
on the weighted median concept described by Bunke et al. (2002).

One general strategy is to construct the approximate median
letter by letter from an initial empty string. It is necessary to define
a goodness function to decide which symbol is the next to be
appended. The greedy procedure described in Casacuberta and
Antonio (1997) implements this approach. An improvement to
the aforementioned method is described in Kruzslicz (1999)
through the use of a refined criterion which allows the next letter
to be selected. Another approach that has been studied by several
authors is that of building the approximate median by using suc-
cessive perturbations of an initial string. Two important issues
regarding this kind of method are; how to select a perturbation
leading to an improvement and how to make the algorithm con-
verge faster without spoiling the results. Another interesting topic
is that of studying the effect of performing modifications one by
one or simultaneously. Kohonen (1985) starts from the set median
and systematically changes the guess string by applying insertions,
deletions and substitutions in every position. In Martínez-
Hinarejos et al. (2003) the authors propose to improve a partial
solution bS generating new candidates by applying all possible sub-
stitutions, insertions or deleting the symbol at a position i. The new
partial solution is the string, selected from all the new candidates
and bS, which minimizes (1). This procedure is repeated for every
position i. The effect of choosing a different initial string as the
set median or a greedy approximation is also studied. Theoretical
and empirical results show that this method is capable of achieving
very good approximations to the true median string. Note that
these methods do not define a criterion to compare the operations
in order to select which one can lead to better results in each case.
In Martínez-Hinarejos et al. (2002) authors describe alternatives to
speed up the computation of the approximated median string.
Based on information provided by the weight matrix used to com-
pute the edit distance, certain operations are preferred instead of
others. For example, not all possible substitutions are tested but
only the two closest symbols to the one in the analysed position.

Some heuristic knowledge that can help to assess how promis-
ing a modification will be are included in Fischer and Zell (2000)
and Mollineda (2004). The quality of a partial solution bS is evalu-
ated by computing its distance from every string in the set. Thus,
it is also possible to discover the sequences of edit operations. In
an attempt to speed up the convergence of the search procedure,
these authors propose the simultaneous performance of several
modifications by applying the most frequent edit operation,

including ‘‘do nothing’’ in each position of the partial solution. This
process is repeated while modifications increase the quality of the
partial solution.

This approach has two potential drawbacks: applying the most
common operation in every position does not guarantee the best
results and although it might be relatively simple to figure out
how applying just one operation will affect SODðbSÞ, this does not
hold when several changes are made at the same time. For exam-
ple, let bS be a partial solution and opi be an edit operation which
occurs several times when computing the distance from a partial
solution to strings in S. Opi thus determines a subset SYES # S of
those strings in which opi occurs when computing the distance
from bS. There is also another set SNO ¼ S� SYES. Let bS0 be a new solu-
tion after applying opi to bS. Intuitively, it may be expected that the
distance from bS0 to strings in SYES decreases regarding bS. A formal
discussion of this result can be found in Bunke et al. (2002). The ef-
fect on the strings in SNO clearly needs to be taken into account.
Since sets induced by each operation may be different when apply-
ing multiple operations, it might be very difficult to characterize
the effect on SODðbSÞ. Empirical results, which will be discussed la-
ter, suggest that those methods that apply multiple perturbations
at the same time are able to find a better approximation to the
median quickly. However, approaches which perform modifica-
tions one by one, such as Martínez-Hinarejos et al. (2003), signifi-
cantly outperform the former methods with respect to the average
distance to the set of the approximate median computed.

3. A new algorithm for computing a quality approximate
median string

As noted earlier, a general scheme that can be used to search for
an approximate median string is:

– select an initial coarse approximation to the median as the set
median.

– generate a new solution by performing some modifications to
the current solution.

– repeat while a particular modification leads to an improvement
or another stop condition holds.

The works commented on Section 2 suggest that when it is nec-
essary to find a quality approximation to the median string, apply-
ing modifications one by one would appear to be a better strategy.
The theoretical results in Jiang and Bunke (2002) and Martínez-
Hinarejos (2003) show that the approximation computed by the
algorithm proposed in Martínez-Hinarejos et al. (2003) is very
close to the lower bound obtained for the value of SODðbSÞ for the
true median.

3.1. Computing the approximate median string

The algorithm in Martínez-Hinarejos et al. (2003) tests every
possible operation in each position of the partial solution and it
might therefore be very useful to study how to reduce the size of
the search space without spoiling the quality of results, which is
one of the principal motivations of this work. The proposed algo-
rithm is based on two main ideas:

– selecting the appropriate modification by paying attention to
certain statistics from the computation of the edit distance from
the partial solution to every string in the set.

– applying modifications one by one.

Heuristic information could help to avoid testing a number of
useless solutions, which would reduce the amount of times that

Table 1
Computation of the edit distance cost from bSt ¼ f5;5; 0g to S1 ¼ f3;1;1;2g and
S2 ¼ f0;6;1;6g. Substitutions of a symbol a by a symbol b have cost
minfja� bj;8� ja� bjg while deletions and insertions have cost of 2. An optimal
path is shaded in order to follow the best cost operations easily and visually.

(a)
3 1 1 2

0 2 4 6 8
5 2 2 4 6 8
5 4 4 6 8 9
0 6 6 5 7 9

(b)
0 6 1 6

0 2 4 6 8
5 2 3 3 5 7
5 4 5 4 6 6
0 6 4 6 5 7
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