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a b s t r a c t

A classification approach called angle-based neighborhood graph (ANG) is proposed in this paper, which

can flexibly define the neighborhood of a given query sample based on the geometrical relation estab-

lished using an angle parameter. The proposed ANG is geometrically intuitive and can be readily imple-

mented. Compared with the traditional neighborhood graph classifiers, ANG can adjust the size of the

neighborhood by tuning the angle parameter to obtain better classification accuracy. To deal with the pa-

rameter selection in ANG, an evidential reasoning based approach is proposed. Experimental results are

provided for comparing ANG and the traditional neighborhood graph classifiers, including Gabriel Graph

(GG), Relative Neighborhood Graph (RNG), β skeletons, and adaptive weighted k nearest neighbors clas-

sifiers. It can be concluded that ANG is a simple yet flexible and effective classifier, and the evidential

reasoning based parameter selection approach for ANG is also effective.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Important and efficient techniques developed in the supervised

pattern classification exploit neighbors in the data (or attribute)

space of the data to classify [4]. They are referred as neighborhood-

based classifiers. The simple yet effective nearest neighbor (NN)

and the k nearest neighbor classifiers (k-NN) are typical represen-

tatives [4,16], where the neighbors are defined using the distance

between the query sample and the training samples. Obviously,

they only take into account that the neighbors should be as close

to a query sample as possible.

Traditional k-NN adopts a fixed k for all query samples regard-

less of their geometric location and related specialties. Further-

more, those k nearest neighbors may not distribute symmetrically

around the query sample if the neighborhood in the training set

is not spatially homogeneous. The geometrical placement might be

more important than the actual distance to depict a query sample’s

neighborhood. Therefore, to improve neighborhood based classi-

fiers, it is appropriate to adopt the graph techniques to fully use

the geometric information. Some graph based neighborhood clas-

sifiers have been proposed accordingly. For example, the adaptive

graph based k-NN [9], which adaptively uses different k values for
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different query samples based on geometric graph. The other type

of graph-based classifiers use the geometrical relationship between

the query sample and the training samples [2,11]. Such geomet-

ric relationships are defined based on the geometric graph such

as Gabriel Graph (GG) [6], the Relative Neighborhood Graph (RNG)

[6], and β-skeleton [7,17]. These graph-based neighborhood defi-

nitions consider both the distance and the geometrical placement,

which are more comprehensive. Note that GG and RNG based clas-

sifiers are non-parametric [2]. Once the training set is given, the

surrounding neighbors of a given query sample will be automati-

cally determined. This is an advantage and also a disadvantage of

GG and RNG. The “advantage” means that there is no problem of

parameter selection such as the selection of k in k-NN. The “disad-

vantage” means that the number of neighbors are fixed for a given

query sample, therefore, it is impossible to make further the op-

timization of classification performance. β-skeleton has a parame-

ter of k, based on which, the size and shape of the graph can be

changed. This makes the further optimization possible; however,

there exists the problem of parameter selection.

In this paper, we implement a graph based classifier with a

comprehensive neighborhood definition, and meanwhile with a pa-

rameter to make the optimization possible. An angle parameter is

used to define the neighborhood based on the geometrical rela-

tionship between the interior angle and the circle angle. The size

of the neighborhood can be enlarged or reduced by adjusting the

angle. As aforementioned, having a parameter is a “double-edged
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Fig. 1. GGN.

Fig. 2. RNGN.

sword”. Therefore, we accordingly propose an evidential reasoning

[12] based approach to simplify the parameter selection. Experi-

mental results based on some artificial and public data sets show

the efficiency of the proposed angle based neighborhood classifier

and the related evidential reasoning based parameter selection ap-

proach.

2. Typical available graph neighborhood classifiers

In classification, geometrical placement can be much more im-

portant than actual distances [11]. Some geometric graphs [6,10]

such as Gabriel graph neighbors (GGN) , relative neighborhood

graph neighbors (RNGN), and β-skeletons [7,17] can be used to es-

tablish classifiers which consider both distance and spatial distri-

bution according to the query sample using sample pair.

2.1. Gabriel graph based classifier

X = {x1, . . . , xN} is a training sample set. xq is a testing sample

and d(·, ·) is Euclidean distance. If the condition

d2(xq, xi) ≤ d2(xq, x j) + d2(xi, x j),∀x j ∈ X, i �= j (1)

is satisfied, xi is called the Gabriel graph neighbors (GGN) of xq.

It means that there is no other point from X lying in the hyper-

sphere centered at their middle point and whose diameter is the

distance between them, as illustrated in Fig. 1.

Find all the GGNs of the testing sample xq, then assign the

dominant class of all the GGNs to xq.

2.2. Relative neighborhood graph based classifier

If the condition in (2) is satisfied, xi is called the relative neigh-

borhood graph neighbors (RNGN) of xq.

d(xq, xi) ≤ max(d(xq, x j), d(xi, x j)), ∀x j ∈ X, i �= j (2)

Fig. 3. Beta skeletons.

A geometric interpretation of RNGN is illustrated in Fig. 2. A

lune is defined as the intersection between two hyper-spheres cen-

tered at xi and xq. Both the hyper-spheres’ radius are distance be-

tween xi and xq. If there is no other training point lying in the lune

defined, xi is called the relative neighbor (RN) of xq. The distance

adopted is always Euclidean distance.

Find all RNGNs of the query sample xq, then assign the domi-

nant class of all RNGNs to xq. As we can see, GGN and RNGN use

sample pair (a training sample and a testing sample) to define ge-

ometric relationship and implement the classification.

Note that both GGN and RNGN have comprehensive definition

of neighborhood, i.e., the neighbors are close to the query sample

and their placement are surrounding the query sample. They are

both non-parametric classifiers [11], which has no selection of pa-

rameters. However, since they are non-parametric, once the train-

ing set is given, the neighborhood will be determined, therefore, it

is impossible to optimize the classification performance by adjust-

ing some parameters.

2.3. β-skeletons based neighborhood classifier

β-skeletons are as shown in Fig. 3. For a query sample xq and

a training sample xi, the region Iβ (xq, xi) containing no any other

sample xj, is defined as

• For β = 0, Iβ (xq, xi) is the line segment xqxi;
• For 0 < β < 1, Iβ (xq, xi) is the intersection of the two disks of

radius d(xq, xi)/(2β) passing through both xq and xi. Here d is

the Euclidean distance;
• For 1 < β < inf, Iβ (xq, xi) is the intersection of the two disks

of radius βd(xq, xi)/2 and centered at the points (1 − β/2)xq +
(β/2)xi and (β/2)xq + (1 − β/2)xi, respectively;

• For β = In f, Iβ (xq, xi) is the infinite strip perpendicular to the

line segment from xq to xi

Here xi is called a β neighbor of xq. Find all the β neighbors of

the testing sample xq, then assign the dominant class of all the β
neighbors to xq.

Note that when β = 1, β-skeletons becomes the GGN; and

when β = 2, β-skeletons becomes the RNGN.

GGN, RNGN, and β-skeletons can all be categorized as empty

region graphs [7], i.e., there is no other sample inside the region
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