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a b s t r a c t

In this paper we present a novel method of detecting and tracking moving objects in H.264/SVC bit-
streams for video surveillance applications. Efficient detection and reliable tracking of real moving
objects are first performed in the spatial base layer of H.264/SVC based on a spatio-temporal graph which
is constructed from the block partitions with non-zero motion vectors and/or non-zero residue informa-
tion. The spatio-temporal graph is utilized in reliably maintaining the real moving objects of being
detected and tracked by removing false detected objects via graph pruning and graph projection. Graph
matching is then performed to precisely identify the real moving objects over time even under occlusion.
For low-complex but accurate detection and reliable tracking of moving objects in spatial enhancement
layer of H.264/SVC, inter-layer graph mapping and intra-layer graph refinement are used without per-
forming graph pruning, graph projection and graph matching which are mostly performed in the spatial
base layer. For this, the identified block groups of the real moving objects in the spatial base layer are then
mapped to the spatial enhancement layer to provide accurate and efficient object detection and tracking
in the bitstreams of higher spatial resolution. Experimental results show the proposed method can reli-
ably detect small objects, object occlusions and object separation. It also produces efficient processing
time down to 27% compared to fully performing graph processing in both spatial base and enhancement
layers of H.264/SVC test bitstreams.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

With the growing necessity of video surveillance that can be
utilized in web-based home monitoring applications or smart-
phone-based applications, the surveillance video applications
should be able to produce different video data in regard with the
computational capabilities of the terminal devices. For this, scal-
able video coding can be a good answer. H.264/SVC (Scalable Video
Coding) is the extension to H.264/AVC (Advanced Video Coding) vi-
deo coding standard, and has a combined spatial, temporal and
quality scalability features (Schwarz et al., 2007) so that the scal-
able bitstreams of H.264/SVC can easily be adaptable to the various
terminal devices and networks (Schäfer et al., 2005). For surveil-
lance video applications based on H.264/SVC, the object detection
and tracking can efficiently be performed in spatial base layers for
multi-channel surveillance input video on a server side and the
detection and tracking results in spatial base layers can effectively
be utilized in spatial enhancement layers. Therefore, the handheld/
mobile devices can take an advantage of only receiving the H.264/
SVC-encoded bitstreams of spatial base layers with the information

of object detection and tracking results for the surveillance video.
The terminal devices connected to electric power and broadband
networks may receive the H.264/SVC-encoded bitstreams of spatial
enhancement layers with object detection and tracking results.

Käs et al. proposed a moving object method that utilizes motion
information and partial decoding in H.264/SVC bitstream domains
for traffic surveillance video (Käs et al., 2009). Although the pro-
posed method in Käs et al. (2009) is performed in H.264/SVC, the
object detection and tracking results are not related between a
lower layer and its just upper layer. Käs and Nicolas proposed an
object detection and tracking method which is applicable in both
H.264/AVC and H.264/SVC (Käs and Nicolas, 2009). However, the
inter-layer encoded parameters of H.264/SVC are not utilized.
While in Käs et al. (2009) they reported that they only process
the spatial base layer, detection and tracking methods in Käs and
Nicolas (2009) seems to be always performed in the highest scala-
bility layer of H.264/SVC.

We also distinguish our work from some previous works per-
formed in H.264/AV(Käs and Nicolas, 2009) bitstreams for segmen-
tation of moving objects (Szczerba et al., 2009; Chen et al., 2011;
Poppe et al., 2009; De Bruyne et al., 2009; Moura and Hemerly,
2010; Kapotas and Skodras, 2010). The goals of the previous meth-
ods are to provide accurate object segmentation from background
where some limited information such as motion information
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(Szczerba et al., 2009; Chen et al., 2011; Poppe et al., 2009; De Bru-
yne et al., 2009; Moura and Hemerly, 2010) and block partition
information (Kapotas and Skodras, 2010) is used.

Graph-based approaches have been proven as one of the effec-
tive solutions for object segmentation and tracking, especially in
pixel domains (Lombaert et al., 2005; Mooser et al., 2007; Gomila
and Meyer, 2003; Guanling et al., 2009; Pallavi et al., 2008; Cesar
et al., 2005; Caetano and McAuley, 2009). The methods based on
graph cut algorithms (Lombaert et al., 2005; Mooser et al., 2007)
or graph-based object tracking (Gomila and Meyer, 2003; Guanling
et al., 2009; Pallavi et al., 2008), and graph matching (Cesar et al.,
2005; Caetano and McAuley, 2009) are shown to be effective to de-
tect/segment moving objects from background, and to identify/
track the detected moving objects.

In this paper, a novel spatio-temporal graph based method is
proposed to detect and track moving objects in spatial scalability
layers of H.264/SVC (Käs and Nicolas, 2009) bitstreams by utilizing
both the inter-layer encoded parameters such as motion and resid-
ual information between two spatial layers and the intra-layer
coded parameters in a same spatial layer. In the proposed method,
for lower processing time, the detection/tracking in a higher spatial
scalability layer is performed by utilizing the detection and track-
ing results in its lower spatial scalability layer instead of perform-
ing object detection and tracking in both base and enhancement
layer.

The proposed method in this paper is the extension to our pre-
vious work in H.264/AVC (Sabirin and Kim, 2012). A simple spatio-
temporal graph for effective detection, reliable tracking and precise
identification for moving objects is built. Since the spatial base
layer of H.264/SVC has the same structure as H.264/AVC, our pro-
posed method in Sabirin and Kim (2012) can easily be applied in
the spatial base layer H.264/SVC and can then be extended to the
spatial enhancement layers. It is noted that the proposed method
in this paper considers the detection and tracking problems only
in the spatial scalability layers of H.264/SVC bitstreams, which is
simple and can be applicable to scalable video surveillance. Fig. 1
shows a block diagram of our proposed detection and tracking
method in spatial scalability layers of H.264/SVC bitstreams.

As shown in Fig. 1, the proposed method consists of two pro-
cessing phases: (i) in the spatial base layer processing, spatial
graph and spatio-temporal graph are constructed based on the
block partitions with non-zero motion vectors and/or non-zero
residue information. Then graph pruning and projection are per-
formed to remove false-detected blocks and to recover missing
blocks and their identities are defined using graph matching (Sabi-
rin and Kim, 2012); (ii) from the spatial base layer processing, the
spatial graphs that are survived from the graph pruning and that
are correctly identified by the graph matching are then mapped
to their corresponding spatial graphs which are constructed in
the spatial enhancement layer. The vertex positions of the mapped
spatial graphs are scaled up from the spatial base layer. When
there is any overlap between the vertices of a spatial graph in
the spatial enhancement layer and the vertices of a mapped spatial
graph from the spatial base layer, that spatial graph is regarded as
the corresponding real moving object to the mapped spatial graph.
Next, the spatial graph is refined by performing temporal filtering
on its vertices, thus resulting in an approximate region of the real
object in the spatial enhancement layer. By mapping the result of
graph mapping instead of the final ROI refinement result into the
higher spatial layer, intra-layer graph refinement can be performed
to ensure reliable object segmentation in the higher spatial layer.

It is noted that the proposed method in this paper only utilizes
the spatial scalability features of H.264/SVC for the sake of efficient
storage in lower spatial resolution and high-quality monitoring in
higher spatial resolution. Also, the proposed method deals with
H.264/SVC bitstreams recorded under fixed cameras.

This paper is organized as follow: In Section 2, we first describe
the construction of the spatial and spatio-temporal graphs; In Sec-
tion 3, graph pruning and graph projection are described to remove
false-detected blocks, and to recover missing blocks, respectively;
Section 4 discusses the tracking of moving objects using graph
matching and the mapping of the identified graphs from the spatial
base layer to the spatial enhancement layer; In Section 5, we pres-
ent our experimental results; and we conclude the paper in
Section 6.

2. Graph structure

Each frame of encoded bitstreams of H.264/SVC contains mac-
roblock (MB) structure which is similar to that of H.264/AVC. Each
MB in H.264/AVC is encoded in a block partition mode among
16 � 16–4 � 4 block partitions for Inter prediction coding or
among 4 � 4, 8 � 8 and 16 � 16 block modes for Intra prediction
coding. Therefore, each object region is represented in a group that
consists of clustered 4 � 4 blocks with non-zero motion vectors
and/or non-zero residue. Clustering of the 4 � 4 blocks is per-
formed by progressively scanning the blocks and recursively detect
any neighboring 4 � 4 blocks with non-zero motion vectors and/or
non-zero residue in the 8-connection of the current scanned block.

The definitions of the spatial graph and the spatio-
temporal graph are derived from the graph definitions proposed
in H.264/AVC method (Sabirin and Kim, 2012). Let

Gf ¼ gf
m : 0 6 m 6 Nf � 1
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Fig. 1. A block diagram of the proposed method.
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