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a b s t r a c t

In previous works on point registration based on finite mixture model, the correspondence probability is
often determined by exploiting global relationship in the point set instead of considering the local point
distribution. That results in a simplified registration model. In this paper a feature-dependant finite mix-
ture model (FDMM) is proposed. In particular, an improved descriptor is introduced to describe the local
feature of a point. Consequently, a priori density function is formulated for the mixture weights. The
unknown parameters of FDMM are computed by maximizing a posteriori (MAP) estimation. Moreover,
a bidirectional expectation–maximization (EM) process is introduced to update both point sets in con-
trast to traditional methods. The performance of our method is demonstrated and validated with care-
fully designed synthetic data and real data, showing that the proposed method can improve the
robustness and accuracy as compared to the traditional registration techniques.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

The registration between two point sets is a fundamental prob-
lem in computer vision, medical image analysis and pattern recog-
nition. In fact, it is the key component in many applications such as
motion tracking, shape matching, context-based image retrieval
and image registration. The goal of registration is to find meaning-
ful correspondence between two different point sets and deter-
mine the transformation that maps one set to the other. These
point sets are often extracted from other types of data such as
images representing feature points. Because contour extraction
and image segmentation are still an open problem, these point sets
extracted are often corrupted by a lot of outliers which seriously
degrade the performance of registration. How to improve the
robustness is of fundamental importance in point set registration.

Generally speaking, there are roughly three categories of meth-
ods on point set registration: the iterative closest point (ICP) algo-
rithm (Besl and Mckay, 1992; Zhang, 1994) and its extensions
(Fitzgibbon, 2001; Chetverikov et al., 2005), soft assignment meth-
ods (Chui and Rangarajan, 2003; Yang, 2011) and probabilistic
methods (Chui and Rangarajan, 2000; Myronenko and Song,
2010; Horaud et al., 2011; Jian and Vemuri, 2005).

The ICP introduced by Besl and Mckay (1992) and Zhang (1994),
is one of the commonly used methods, which iteratively assigns
correspondence based on the Euclidean distance and finds the least

squares based transformation related to these point sets. Many
variants of ICP have been proposed that modify the phases of the
algorithm from the selection and matching of points to the minimi-
zation strategy. Fitzgibbon (2001) applies a robust loss function to
the Euclidean distance and yields a non-linear version of ICP. An-
other method is to select trimmed subsets of points by repeating
random sampling as the TriICP algorithm proposed by Chetverikov
et al. (2005). Because ICP assigns the definite point-to-point corre-
spondence in each iteration, it is easy to get stuck in local minima.
Also, ICP is sensitive to initial locations of point sets, such that
these point sets must be adequately close to each other, especially
in non-rigid registration. So ICP is usually applied to rigid
registration.

The robust point matching (RPM) (Chui and Rangarajan, 2003)
improves the performance in contrast to the ICP by adopting soft
assignment and deterministic annealing techniques. The RPM
deals with outliers by adding one column and one row to similarity
matrix. Several data points are allowed to be assigned to this extra
column and, symmetrically, several model points may be assigned
to this extra row. Therefore, the resulting algorithm provide one-
to-one assignments for inliers and many-to-one assignments for
outliers. Yang (2011) extends the original RPM by a double sided
outlier handing approach. However, these approaches are not truly
probabilistic. Although using similar EM, they do not strictly com-
pute the posterior probability in the ‘‘E’’ step.

Recently some algorithms based on the finite mixture model
(FMM) have been proposed. Chui and Rangarajan (2000) formulate
feature registration problems as maximum likelihood estimation
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problems using mixture models. The approach is the embedding of
the EM algorithm within a deterministic annealing scheme in order
to directly control the fuzziness of the correspondences. Coherence
point drift (CPD) (Myronenko and Song, 2010) defines a velocity
function for the template point set, namely the centroid of the
Gaussian mixture model (GMM), and iteratively calculates the un-
known parameters in the GMM by EM. An expectation conditional
maximization (ECM) algorithm for point registration called ECMPR
is proposed by Horaud et al. (2011), which adopts the anisotropic
covariance model and ECM to resolve the rigid and articulated
point registration. In order to enhance robustness, these methods
include an extra uniform component (Hennig and Coretto, 2008)
in the mixture model. But this strategy cannot fit outliers in both
point sets at the same time. Sanroma et al. (2012) propose a rigid
point set registration method that uses neighboring relation and
extends a non-rigid registration version. However, these algo-
rithms simplify the posterior probability due to an improper a pri-
ori that assuming an average mixing weight. Another approach
(Jian and Vemuri, 2005) is to model the two point sets by two
GMM and estimate the model parameters by minimizing the dis-
similarity. However, the outliers are still not explicitly modeled.

In this paper we propose to enhance the robustness and accu-
racy of point registration algorithm. The contributions of the paper
are: (1) We propose a probabilistic registration model which com-
bines global relationship with local feature of a point. (2) We intro-
duce a improved local feature descriptor to measure the non-rigid
deformation accurately. (3) In order to fit the outliers and take
advantage of local feature of a point in two point sets at the same
time, we adopt a bidirectional update processing.

The present paper is organized as follows. Section 2 gives the
problem formulation. A description of previous probability work
and their deficiency are presented in the next section. The pro-
posed approach is developed in Section 4, followed by a number
of experiments and validations using synthetic and real examples.
Discuss and conclusions are drawn in Section 6.

2. Problem formulation

Given two point sets X ¼ f~x1;~x2; . . . ;~xi; . . . ;~xNg and
Y ¼ f~y1;~y2; . . . ;~yj; . . . ;~yLg, where~xi and ~yj are d-dimension vectors,
N and L are the numbers of points in X and Y respectively. The goal
of registration is.

� to calculate the transformation that maps one point set to the
other (we denote the mapping by g : Rd ! Rd, ~yj ¼ gð~xi; #tÞ,
where #t denotes a set of unknown transformation parameters);
� to determine the correspondence between X and Y according to

the above-mentioned transformation.

3. The classical mixture model for point registration

In the point registration based on classical mixture model
(CMM) (McLachlan and Peel, 2000a), ~xið1 6 i 6 NÞ denotes the
observation at the ith point of one point set X and the other point
set denotes L finite mixture model components whose density
functions are fjð~xij~hjÞ. Let observation ~xi be modeled as i.i.d. Now
the joint conditional density of the observation is formed as

fxð~xj~p;~h1 � � �~hLÞ ¼
YN

i¼1

XL

j¼1

~pjfjð~xij~hjÞ ð1Þ

where ~pj is the mixing weight and~hj is the parameter of the density
function. In the case of GMM,

fjð~xij~hjÞ ¼ 1ffiffiffiffiffiffiffi
2p
p

~rj

exp �ð
~xi �~ljÞ

2

2ð~rjÞ
2

" #
ð2Þ

where ~lj is the mean and ð~rjÞ
2 is the variance. Here ~lj denotes the

updated position of GMM centroid, namely the point~yj in point set
Y. The point~xi belongs to the jth class if~xi is the corresponding point
of ~yj. Thus the question of point registration can be interpreted as
clustering of point set. So the parameters of the component densi-
ties ð~pj; ~lj; ~rjÞ can be estimated by the iterative EM process. Accord-
ing to (McLachlan and Peel, 2000a):

~yðkþ1Þ
j ¼ ~lðkþ1Þ

j ) gð~xi; #tÞ ¼
1

N~pðkþ1Þ
j

XN

i¼1

~wiðkÞ

j
~xi ð3Þ

where k denotes the number of iterations in the EM algorithm and
~wiðkÞ

j is the posterior probability. When the CMM parameter con-
verges, the transformation parameter #t will be obtained by (3).

In order to determine the correspondence, a vector ~pi is intro-
duced. Let the probability of ~xi mapped to ~yj be denoted by ~pi

j. If
the point ~xi is the corresponding point of ~yj in point set Y then
~pi

j ¼ 1 otherwise ~pi
j ¼ 0, so that Probð~pi

j ¼ 1Þ ¼ ~pj;8i. Given the
component density fjð~xij~hjÞ, the Bayes rule gives

Probð~pi
j ¼ 1j~xi;~h

jÞ ¼
~pjfjð~xij~hjÞPL
l¼1~plflð~xij~hlÞ

ð4Þ

When the parameters ~hj of the density function are known, the
Bayes classification rule could be used to find the correspondence
of point ~xi by solving

maxjProbð~pi
j ¼ 1j~xi;~h

jÞ: ð5Þ

Although Myronenko and Song (2010) and Horaud et al. (2011) take
advantage of GMM to register point sets, they just use the simplified
version that assumes an improper a priori, namely ~pj is a constant.
So in the ’’E’’ step the posterior probability

~wiðkÞ

j ¼
~pðiÞj fjð~xij~lðkÞj ; ~rðkÞj ÞPL
l¼1~p

ðiÞ
l flð~xij~lðkÞl ; ~rðkÞl Þ

ð6Þ

would be simplified as

~wiðkÞ

j ¼
fjð~xij~lðkÞj ; ~rðkÞj ÞPL
l¼1flð~xij~lðkÞl ; ~rðkÞl Þ

ð7Þ

When there are not outliers among two point sets and the sizes of
two point sets are equalðN ¼ LÞ, the assumption is acceptable.
Otherwise, the outliers also would be treated as the centroid of
GMM and share the same weight with others. That hinders the
EM process from converging correctly.

4. The feature-dependant mixture model for point registration

In order to solve the problem mentioned above, we incorporate
a new parameter ~pi

j in finite mixture model as Sanjay-Gopal and
Hebert (1998). The ~pi

j denotes the probability of the ith point
belonging to the jth component and 0 6~pi

j 6 1 ,
P

j
~pi

j ¼ 1;8i. Thus
(1) is redefined as follows:

fxð~xj~p1 � � �~pN ;~h1 � � �~hLÞ ¼
YN

i¼1

XL

j¼1

~pi
jfjð~xij~hjÞ ð8Þ

When ~pi
j ¼ ~pj, it is a special case as used in (Myronenko and Song,

2010; Horaud et al., 2011).
As defined in (Sanjay-Gopal and Hebert, 1998; Titterington

et al., 1995), the complete data~tð~tT � ð~xT ;~z1T
; . . . ;~zNT ÞÞ with super-

script T denoting vector transpose is used. Here ~ziði ¼ 1;2; . . . ;NÞ
denote L� 1 random indicator vectors, each of which takes a value
from the set of vectors f ¼ f~ej;~ej

l¼j ¼ 1;~ej
l – j ¼ 0;1 6 j; l 6 Lg, where

~ej is a L� 1 vector in which one of vector components is one and
the others are zero. Thus ~zi

j is a discrete random variable with
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