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The well-known Fuzzy C-Means (FCM) algorithm for data clustering has been extended to Evidential
C-Means (ECM) algorithm in order to work in the belief functions framework with credal partitions of
the data. Depending on data clustering problems, some barycenters of clusters given by ECM can become
very close to each other in some cases, and this can cause serious troubles in the performance of ECM for
the data clustering. To circumvent this problem, we introduce the notion of imprecise cluster in this
paper. The principle of our approach is to consider that objects lying in the middle of specific classes
(clusters) barycenters must be committed with equal belief to each specific cluster instead of belonging
to an imprecise meta-cluster as done classically in ECM algorithm. Outliers object far away of the centers
of two (or more) specific clusters that are hard to be distinguished, will be committed to the imprecise
cluster (a disjunctive meta-cluster) composed by these specific clusters. The new Belief C-Means
(BCM) algorithm proposed in this paper follows this very simple principle. In BCM, the mass of belief
of specific cluster for each object is computed according to distance between object and the center of
the cluster it may belong to. The distances between object and centers of the specific clusters and the dis-
tances among these centers will be both taken into account in the determination of the mass of belief of
the meta-cluster. We do not use the barycenter of the meta-cluster in BCM algorithm contrariwise to
what is done with ECM. In this paper we also present several examples to illustrate the interest of
BCM, and to show its main differences with respect to clustering techniques based on FCM and ECM.
Crown Copyright © 2011 Published by Elsevier B.V. All rights reserved.

1. Introduction

(ECM) (Masson and Denceux, 2008) for object data have been pro-
posed originally by Denceux and Masson for the credal partitioning

In the data clustering analysis, the credal partition based on the
belief functions theory has been introduced recently in (Denceux
and Masson, 2003, 2004; Masson and Denceux, 2004, 2008). The
credal partition is a general extension of the fuzzy (probabilistic)
(Bezdek, 1981, 2000), possibilistic partition (Krishnapuram and
Keller, 1996) and hard partition (Lloyd, 1982), and it allows the ob-
ject not only to belong to single clusters, but also to belong to any
subsets of the frame of discernment Q = {wy,...,w.} by allocating a
mass of belief of each object to all elements of the power-set of Q2
denoted 2. So the credal partitioning provides more refined parti-
tioning results than the other partitioning techniques. This makes
it very appealing for solving data clustering problems in practice.

The evidential clustering (EVCLUS) algorithm (Denceux and
Masson, 2004) for relational data and the Evidential C-Means
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of data. In this paper, we focus on the problem of computing a cre-
dal partition from object data as in ECM context but using a differ-
ent approach. ECM (Masson and Denceux, 2008) has been inspired
from the Fuzzy C-Means (FCM) (Bezdek, 1981) and Dave’s Noise-
Clustering algorithm (Dave, 1991), and it can been seen as a direct
extension of FCM in the belief functions framework. The mass of
belief for each object is computed based on the distance between
the object and the barycenters of focal elements that are subsets
of Q. The focal element composed by more than one singleton ele-
ment of Q2 is called an imprecise element and its corresponding
cluster is called a meta-cluster. The cluster associated with a sin-
gleton element (a single class) is called a specific cluster (or a pre-
cise cluster). In ECM algorithm, the barycenter of a meta-cluster is
obtained in averaging the centers of the specific clusters involved
in the meta-cluster it is related with. It implies that the objects
lying in the middle of the several specific clusters will be consid-
ered to belong to the meta-cluster represented by the union (dis-
junction) of these specific clusters. This way of processing is
questionable because it can happen that the centers of different
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clusters are very close, and eventually that the centers overlap
with each other, which is not efficient of course for data clustering
with ECM. Thus, there is a serious difficulty for clustering the ob-
jects close to these similar/overlapped centers of meta-cluster
and specific clusters.

For example, let’s consider a set of data to be classified in three
distinct classes © = {w;,w,, w3} with the prototypes' v;,v, and vs.
In ECM, the center of the cluster wy; Uws is given by vq3 =",
and the “ignorance center” is vq = 122 However, if the centers
of v, v3 3 and v, are very close to each other, mathematically repre-
sented by v, ~ Y23, then v, ~ %2 ~ 1293 the classification re-
sults about w,, wy; Uws and © will be difficult to be distinguished.
Particularly, the data close to these centers can possibly be associ-
ated with the distinct cluster w,, or with w; Uws, or with Q by
ECM, and this seems not very reasonable.

In the new Belief C-Means (BCM) algorithm that we propose in
this paper, the mass of belief of the specific cluster for each object
is computed from the distance between the object and the center
of the cluster, and the mass of belief of a meta-cluster is computed
both from the distances between object and prototypes of the in-
volved specific clusters, and the distances among these prototypes.
In BCM, there is no need to compute the barycenter of the meta-clus-
ters. At the end of this paper, we give some simple examples to show
the interest of BCM with respect to FCM and ECM approaches.

2. Basics of Evidential C-Means (ECM)

ECM is a direct extension of FCM and it is based on a general
model of partitioning called credal partitioning that refers to the
framework of belief functions. The class membership of an object
X; = (X;,,...,X;,) is represented by a bba my(.) over a given frame
of discernment Q ={wy,...,w.}, where |Q|=c is known. p > 1 is
the dimension of the attribute vector X; associated with the ith ob-
ject. This representation is able to model all situations ranging
from complete ignorance to full certainty concerning the class of
X;. In ECM, the mass of belief for associating the object x; with an
element A; of 2% denoted by my; £ my (4;), is determined from the
distance d; between x; and the prototype vector v; of the element
A;. Note that A; can either be a single class, an union of single clas-
ses, or the whole frame Q. The prototype vector v; of Aj, is defined
as the mean vector of the prototype attribute vectors of the single-
tons of Q included in A;. v; is defined mathematically by

{ 1, if Wy EA]',
0, otherwise,

(1)

1 .

V= C_ Zskjvk with Skj =
753

where vy is the prototype attribute vector of (i.e. the center of the

single cluster associated with) the single class wy, and ¢; = |A;| de-

notes the cardinality of A, and dj; is defined by:

i = X = V1%, (2)

where ||z| = /72 + 2% + - - - + Z2 denotes the Euclidean norm of a n-

dimensional vector.

In ECM, the determination of m;= = my,(4;) from d;; is done in
such a way that my is low (resp. high) when d; is high (resp.
low). Actually, m;; is obtained by the minimization of the following
objective function under a constraint to obtain the best credal par-
titioning problem (see Masson and Denceux, 2008 for justifications
and details):

n

n
o= 3 cimd -3, ®
i=1

i=1 AjC QA

1 A prototype is a typical attribute vector characterizing a class. Usually the
prototype is chosen as the center of the given class under consideration.

Because m; must be a basic belief assignment, the following con-
straint must be satisfied for any object x;

Z my + My = 1 (4)
A CQA#D

The solution of the minimization of (3) under the constraint (4)

has been established by Masson and Denceux (2008) and it is given
for each object x;, (i=1,2,...,n) by:

e For all A; C @ and A; # 0,

~at/(B-1) 4-2/(B-1)
¢ dU

= ; ST . (5)
ZAk#QC;J/(ﬁ%)dikZ/(/f 1) +()—2/(/;-1)

mj

where o is a tuning parameter allowing to control the degree of
penalization; 8 is a weighting exponent (its suggested default value
in (Masson and Denceux, 2008) is = 2); d is a given threshold tun-
ing parameter for the filtering of the outliers; ¢; = |Aj| is a weighting
coefficient for penalizing the subsets with high cardinality.

e For A;j=10,

Mmj £ mxl.(@) =1- Z my;. (6)

A=

The centers of the class are given by the rows of the matrix Ve,

chp = H;}c-chpv (7)

where the elements By, of B, matrix for [=1,2,...,c,q=1,2,...,p,
and the elements Hy, of H.,. matrix for [, k=1,2,...,c are given by:

n
-1 B
B=Yon, S ®
i=1 !

wieh;

Hie=>_ > ¢7’m 9)

i=1 {w,w} CA;

3. Belief C-Means (BCM) approach
3.1. Basic principle of BCM

In ECM, the prototype vector (i.e. the center) of an imprecise
(i.e. a meta) cluster is obtained by averaging the prototype vectors
of the specific clusters included in it, as shown in (1). ECM method
is of course relatively easy to apply, but it yields to serious prob-
lems in some difficult cases of data clustering where the prototype
vectors of the specific clusters overlap with the meta-clusters. This
problem will cause troubles in the association of an object with a
particular specific cluster or the meta-cluster the object may also
belong to. That is why a better approach must be developed to cir-
cumvent this problem. This is the purpose of our BCM algorithm.

In BCM approach, we consider that when a data belongs to a
meta-cluster (i.e. to an imprecise class corresponding to the dis-
junction of several single classes), this means that the prototypes
of the single classes in the meta-cluster are quite difficult to be dis-
tinguished (discerned) from the object under analysis. More
clearly, if the prototype vectors of the classes included in a given
meta-cluster are close to each other and in the meantime they
are far from the object attribute vector, then it seems more reason-
able and natural to commit this object rather to the meta-cluster,
than to each of these specific classes as if they were considered
separately.

To illustrate this very reasonable BCM principle, let’s consider
only two objects x; and X, and three possible centers of clusters
(prototypes) v;, v, and vs corresponding to the classes wy, w;
and ws as shown in Fig. 1.
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