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a b s t r a c t

In this paper, we propose an algorithm for the removal of additive white Gaussian noise (AWGN) from a
given image sequence. By extending a frame in the spatial and temporal dimensions, the sequence is
transformed into the volumetric data in which each frame includes both the spatial and temporal corre-
lation. Image sequence denoising is then formulated as an optimization problem that can be iteratively
solved by constructing a rank-sparsity representation on a propagated dictionary. The proposed algo-
rithm effectively trains this dictionary by adaptively determining the required number of iterations. Res-
toration of the volumetric data is adaptively determined in terms of the noise level. The results on some
standard data sets show that the proposed algorithm outperforms the K-singular value decomposition
(K-SVD) algorithm and the sparse K-SVD algorithm. If a sequence is characterized by global motion
(the moving objects in a scene with similar trajectories, i.e., they moves as a unit) or high motion activity,
the performance of the proposed algorithm is comparable to that of block-matching and 4-D filtering
(BM4D) and video block-matching and 4-D filtering (V-BM4D).

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Denoising is a fundamental problem of image processing. In
recent decades, many approaches have been investigated from
diverse points of view [16,13,10,7,18,1,23,27,28]. Image sequence
(video) denoising is the extended version of this problem, because
an image sequence always encloses the inherent temporal correla-
tion between frames (images). However, in practice, some
approaches ignore the temporal correlation enclosed in an image
sequence and process each frame separately [2,4]. Other image se-
quence denoising methods explore the high temporal correlation
in an image sequence to achieve better performance [6,12,29].

In general, many approaches of image sequence denoising can
be divided into two categories depending on the utilization of tem-
poral correlation. The first kind is the motion compensated filters
that treat the motion compensation and filtering as two indepen-
dent problems [5]. Motion compensation is either explicitly applied

during preprocessing or implicitly incorporated into the filtering
[5]. After preprocessing, the temporal nonstationarity in an image
sequence is removed. Then, the estimated trajectories can be ap-
plied for denoising either in the signal domain [14] or transformed
domain [34,17]. For these motion compensated filters, a motion
compensation is assumed to be helpful when dealing with the dy-
namic nature of the image sequence. Therefore, they are expected
to outperform their non-motion compensated counterparts. How-
ever, this is not always true. A motion compensation may be unnec-
essary or even counterproductive for denoising, because it may
propose some inaccurate trajectories that will lead to blur and
information loss, especially in an image sequence that contains high
levels of noise. Moreover, a motion compensation is itself a difficult
problem that adds an additional computational cost.

The other category of image sequence denoising methods is the
spatio-temporal approaches that attempt to use the temporal cor-
relation without motion compensation. Most of the spatio-tempo-
ral approaches are extended from classic 2-D filters [5], such as the
techniques proposed by Buades et al. [6,12,29,30]. These spatio-
temporal filters tend to be less sensitive to nonstationarity in both
space and time, because they take advantage of the correlation in
both directions. This fact implies that it is crucial to make full
use of both the spatial and temporal correlation to maximize per-
formance. Spatio-temporal filters can also adapt their parameters
for denoising. Because there is no one set of parameters that can
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fit all sequences, even at a fixed noise level [29], many approaches
use adaptive statistical estimation [2,4], adaptive selection of
neighborhood size [3], or adaptive smoothing [19] to achieve bet-
ter results.

One of the most successful non-motion compensated spatio-
temporal filters is the approach reported by Protter and Elad
[29]. This technique extends the work by [16,15] with several mod-
ifications. The results reported by Protter and Elad [29] demon-
strated that a propagated dictionary can help speed-up the
algorithm and lead to an improved denoising performance. This
is because the similarity between two adjacent frames can reduce
the number of iterations (denoted by K) required to train the dic-
tionary. A further conclusion is that K should not be constant,
but rather depends on the noise level [29]. However, no quantita-
tive result is given.

The recent interest in denoising is related to low rank represen-
tation (LRR), which shows an excellent performance on many
benchmark data sets [21,20,31]. LRR is able to automatically cor-
rect corrupted data [21], so it is mainly applied to reveal the actual
segmentation of data (in the presence of noise or noise free) that
are drawn from a union of multiple subspaces [21,20,31,22]. Com-
pared with sparse representation (SR), LRR is more robust to noise
and outliers, because LRR is better at capturing the global structure
of data [21,20]. At the same time, the applications based on low-
rank and sparse matrix decompositions have been reported for ob-
ject detection [32], image classification [33], image inpainting [11],
and dynamic magnetic resonance imaging restoration [26].

In this paper, we propose an algorithm similar to the K-singular
value decomposition (K-SVD) algorithm, based on the foundational
work by [16,15,29], to remove additive white Gaussian noise
(AWGN) from image sequences. We propose three extensions to
the original algorithm. The first is the rank-sparsity representation
produced by solving an optimization problem, in which the repre-
sentation is combined from LRR and SR. This is motivated by the
conclusion that the exact solution to the problem of decomposing
a matrix into the sum of a low-rank matrix and a sparse matrix can
be found by minimizing the sum of the nuclear norm and the l1

norm [8,9]. Unlike some other methods [32,8,9,29], the low-rank
matrix and the sparse matrix are not separately used for different
purposes. In fact, we propose that the sum of the low-rank matrix
and the sparse matrix can be regarded as the hybrid representation
matrix of signals on a specific dictionary, i.e., the identity matrix.
Thus, signals are assumed to be linearly restored by the hybrid rep-
resentation matrix on a redundant dictionary that is adaptively
learned from the noisy signals. This is similar to the assumption
by the authors of [16,15,29]. But we are interested in the rank-
sparsity representation matrix of signals for training dictionaries.

The second extension relates to the adaptivity of K. We describe
a method that experimental determines K in terms of the similarity
between two adjacent frames in the transformed volumetric data.
On the contrary, K is a constant in [16,15,29].

The last extension relates to the adaptivity of k, the parameter
that balances the method of signal restoration. According to the
noise level, k is adaptively determined, unlike [16,15,29] where it
is constant.

The rest of this paper is organized as follows: some related work is
presented in Section 2, and the proposed method is discussed in Sec-
tion 3. Section 4 contains the experimental results obtained by the
proposed algorithm. Finally, our conclusions are given in Section 5.

2. Related work

In this section, we will present some fundamental preliminar-
ies. For clarity, denote a matrix A ¼ a1 � � � am½ �, where ai

(1 6 i 6 m) is the ith column vector of A. Denote a column vector

v ¼ v1 � � �vn½ �T . For a given index I ¼ fi1; . . . ; ipg, denote a sub-
matrix of A and a sub-vector of v by AI ¼ ai1 � � � aip

� �
and

v I ¼ v i1 � � �v ip

� �T , respectively, where p 6 minðm;nÞ. Define AI;J as
a sub-matrix of A, including the rows and columns indexed by I
and J, respectively, where J ¼ fj1; . . . ; jqg, and q 6 m.

2.1. K-SVD algorithm for image denoising

A successful approach for image denoising is the K-SVD algo-
rithm, also named sparse and redundant representation modeling
[16,15]. This approach assumes that a signal can be represented
as the linear combination of a few atoms chosen from a redundant
dictionary. Denoising is then implemented by iteratively learning
the redundant dictionary from a noisy image.

More specifically, the image denoising task is described as the
following optimization problem:

x�;D�; c�i
� �

¼ arg min
x;D;ci

kkx� yk2
2 þ

XM

i¼1

likcik0 þ
XM

i¼1

kDci � Rixk2
2

( )
;

ð1Þ

where x 2 RN is a noise-free image and y 2 RN is the noisy counter-
part, contaminated by AWGN v 2 RN with standard deviation r;M
is the number of patches extracted from a given image by using
Ri 2 Rn�N; ci 2 Rk is the representation of the ith patch on the dictio-
nary D ¼ d1 � � �dk½ � 2 Rn�k di 2 Rn;1 6 i 6 k; and k > nð Þ, li is the
patch-specific weight, and k is the parameter to control the restora-
tion error.

Eq. (1) is iteratively solved using two steps. The first step is the
sparse coding by

c�i ¼ arg min
ci

kcik0

s:t: kDci � Riyk2
2 6 qrð Þ2;

8<
: ð2Þ

where 1 6 i 6 M, and q is the noise gain parameter.
The second step is to update D. Define C ¼ c1 � � � cM½ � 2 Rk�M as

the sparse representation matrix constructed by stacking all
ci 1 6 i 6 Mð Þ. Define B ¼ b1 � � � bM½ � 2 Rn�M bi ¼ Riy;1 6 i 6 Mð Þ as
the input of the K-SVD denoising algorithm. For dj (1 6 j 6 k), de-
fine Ij ¼ fi Cj;i – 0; 1 6 i 6 M

�� g. Then, the update is implemented
by approximately solving the following optimization problem:

hd�j ; g�i ¼ arg min
dj ;g
kE� djgTk2

2

s:t: kdjk2 ¼ 1;

8<
: ð3Þ

where gT ¼ Cj;Ij
, E ¼ BIj

�
Pk

i¼1;i–jdiCi;Ij
.

After K iterations, the output x� is obtained by solving the fol-
lowing optimization problem:

x� ¼ arg min
x

kkx� yk2
2 þ

XM

i¼1

kDci � Rixk2
2

( )
: ð4Þ

Clearly, the closed-form solution of (4) is

x� ¼ kPþ
XM

i¼1

RT
i Ri

 !�1

kyþ
XM

i¼1

RT
i Dci

 !
; ð5Þ

where P 2 RN�N is the identity matrix.

2.2. From image denoising to image sequence denoising

The K-SVD algorithm for image denoising is extended for image
sequence denoising by Protter and Elad [29]. Denote the tth frame
of the noise-free and noisy image sequences (where there are T
frames) by x tð Þ 2 RN and y tð Þ 2 RN , respectively, where 1 6 t 6 T.
Define bi jð Þ 2 Rn as the temporal extension of bi, extracted from
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