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a b s t r a c t

Electroencephalogram signals used to control brain–computer interfaces (BCIs) are nonstationary, a
problem that makes classification of mental tasks difficult in real-time. Event-related potentials associ-
ated with BCI errors have the potential to be used as online labels for adaptation of BCI classifiers; how-
ever, detection of event-related potentials is imperfect, which makes this a partially supervised
classification problem. In this study, two linear binary classifiers are adapted using uncertain labels on
artificial data sets representing various scenarios of concept drift as well as on a real motor imagery
BCI data set. Both perfectly and imperfectly simulated labels are incorporated into the classifiers which
are adapted in the following two ways: (i) only after trials where BCI mistakes were detected and (ii) after
every trial regardless of whether or not an error was detected. We find that all data sets benefit from
adaptation using imperfect labels and that adapting after all trials results in better performance than
adapting only after detected errors, especially when the labels are imperfect and the classes are
inseparable.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Brain computer interfaces (BCIs) analyze and translate physio-
logical signals that arise from brain activity into operational con-
trol of a computer or communication device. The sensing
modalities used to monitor brain activity in BCIs can include elec-
troencephalography (EEG), magnetoencephalography, near-infra-
red spectroscopy and transcranial doppler ultrasound (Wolpaw
et al., 2002; Power et al., 2011; Myrden et al., 2011). The signals re-
corded by these modalities exhibit nonstationarities that make it
difficult to classify brain activity consistently across sessions
(Power, 2012), between mental tasks, and throughout a task
(Kipiński et al., 2011).

Classification of nonstationary data is difficult because the class
labels corresponding to those data may be changing over time, a
scenario referred to as concept drift (Kolter and Maloof, 2007).
Drifting concepts (or classes) may arise from changes in the distri-
bution from which the classes are drawn. More formally, concept
drift can be viewed as a time-varying posterior probability of the
output class given the data in a Bayesian sense; that is,
Ptþ1ðyjxÞ – PtðyjxÞ where PtðyjxÞ ¼ PtðxjyÞPtðyÞ=PtðxÞ and t

represents time (Elwell and Polikar, 2011). Thus, concept drift
may be due to time variations in any of the distributions that give
rise to the posterior probability PtðyjxÞ; this includes nonstationa-
rities in the data features PtðxÞ, the prior class probability PtðyÞ,
and the likelihood of the data given that it was generated from a
particular class PtðxjyÞ. It is difficult to make robust classifications
if any of these distributions are changing in time, a problem that
is exacerbated when the distribution that is time-variant cannot
be identified. Thus, adaptive classification has been proposed as a
solution for concept drift.

Adaptive classification allows a classifier to adjust its parame-
ters to concept drift without the need for explicitly modeling the
changes in data distribution. Adaptation can thus improve perfor-
mance with respect to a static classifier (i.e., one that does not ad-
just its decision parameters) with small computational cost by
considering data points obtained online. Adaptive classification
enables continuous use of a BCI with fewer re-calibration sessions,
reduced training times and improved performance (e.g. Vidaurre
et al., 2011b).

Adaptive classifiers can be categorized according to the follow-
ing three levels of supervision: they can be supervised, in which
the class labels of the data become known after classification; they
can be unsupervised, in which the labels of online classifications
are unknown; or they can be partially supervised, in which the
labels obtained online may be vague, uncertain, or incomplete. A
number of groups have investigated supervised adaptation for
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use in BCIs (e.g., Shenoy et al., 2006; Sugiyama et al., 2007), but
these systems require class information to account for class depen-
dent concept drift (Krauledat, 2008). Such class information is not
readily available in the context of a BCI as it would require the BCI
user to explicitly provide class labels for mental tasks. Such task
verification may not be possible when the BCI is the only means
of communication for that user. This limitation necessitates the
use of either unsupervised adaptation or partially supervised adap-
tation in BCIs.

Unsupervised adaptation does not use explicitly known labels
to adjust the classifier parameters. Instead, either the class inde-
pendent parameters are the only ones adapted to the data (Vid-
aurre et al., 2011a) or class information is estimated based on
previous classifications and training label information (Blumberg
et al., 2007; Li and Guan, 2006; Lu et al., 2009). One way to esti-
mate class information is to take previous classifications directly
as the true label information, this method is referred to as ‘naïve
labeling’ (Kuncheva et al., 2008; Plumpton et al., 2012). These
unsupervised methods have had some success, but they have
two potential shortcomings: (i) they overlook class dependent con-
cept drift when only class independent parameters are adapted
and (ii) they are prone to accumulating error (‘runaway perfor-
mance’) when incorrect classifications are reinforced.

As supervised and unsupervised adaptation may be impossible
or inadequate for BCIs, an alternative is to use partial supervision,
in which there is a label associated with each data point but the la-
bel is subject to a degree of uncertainty. In the context of a BCI,
such a label could come in the form of an event-related potential
that is elicited in response to feedback that contradicts a user’s
intention; that is, when the BCI makes a mistake. This type of
event-related potential has been termed the interaction error-re-
lated potential (iErrP) (Ferrez and Millán, 2008) and has been mea-
sured using EEG most prominently at the Fz and Cz electrode
locations according to the international 10–20 electrode naming
system. The iErrP is a slowly varying potential that occurs within
several hundred milliseconds of erroneous BCI feedback presenta-
tion and thus its detection could be useful for either correction or
labeling of the most recent classification. However, its detection is
imperfect as some BCI errors are missed and some correct BCI
behaviors are labeled as errors. Nonetheless, the iErrP has been
incorporated successfully into P300 speller BCIs (Combaz et al.,
2011; Spüler et al., 2012) and has been proposed as a labeling de-
vice for adaptive motor imagery BCIs (Blumberg et al., 2007; Llera
et al., 2011). In this way, partially supervised adaptation has the
potential to account for class-dependent concept drift.

There are several approaches that can be taken when using the
iErrP as a labeling device for adaptive classifiers; these approaches
adhere to various methods of learning in the presence of concept
drift. In drifting environments, one approach is to actively search
for concept drift and make some changes to the classifier only
when drift is detected (Gama et al., 2004; Baena-García et al.,
2006). Within this category, concept drift detectors can be derived
from the classification success rate (Ross et al., 2012) in which de-
creases in accuracy indicate drifting concepts. In this way, the pres-
ence of iErrPs can indicate a drifting concept which could trigger
adaptation. A second approach for drifting environments is to con-
tinually adapt to streaming data based on the label information
that is available under the assumption that concepts are continu-
ally drifting. Using this approach, the label information from an
adaptive BCI classifier could be assumed correct in the absence of
iErrPs and could adapt continuously.

In this study, we use the presence of iErrPs as a proxy for con-
cept drift and we compare two methods of adaptation. The first we
call learnNeg, in which adaptation only takes place when an iErrP is
detected; if no iErrP is detected this method assumes the associ-
ated classification was correct and there is no concept drift. The

second method we call learnAll, in which adaptation takes place
after every data sample; the absence of an iErrP is taken to mean
that the previous classification of the classifier was correct but
the concept may still be drifting.

It is important that adaptive classifiers be able to adapt to
changing concepts quickly, thus when studying adaptive classifier
performance, it is important that the dynamics of the problem be
taken into account. We examine the dynamics of two incremental
adaptive classifiers in several simulated binary classification prob-
lems and ask whether the performance is dependent on the learn-
ing protocol chosen (i.e. learnAll vs. learnNeg). We examine how
these learning types are affected by the condition of partial super-
vision (i.e. imperfect labels generated with iErrPs) and by class sep-
arability. We accompany this analysis with an evaluation of the
performance of adaptive classifiers on a real nonstationary motor
imagery BCI data set.

2. Materials and methods

In this case study, we examine two adaptive classifiers under
both the learnNeg adaptation protocol and the learnAll protocol:
the first adaptive classifier is derived from logistic regression and
the second is derived from linear discriminant analysis (LDA).
The logistic regression classifier invokes a simple linear decision
boundary and has been proposed in the adaptation of a BCI task
classifier using iErrPs (Llera et al., 2011). Likewise, the LDA classi-
fier has performed well in two-class BCIs (Blankertz et al., 2011)
and has been adapted for online BCIs (Blumberg et al., 2007; Vid-
aurre et al., 2011a). The adaptations made by the classifiers in this
study are incremental, meaning that no data points are stored for
successive adaptations and the previous parameters are forgotten
after updates have been made.

2.1. Logistic regression

Logistic regression minimizes the negative log-likelihood of the
classifier parameters (Bishop, 2006), or the cross-entropy,

G ¼ �
XN

n¼1

yðnÞ lnrðnÞ þ ð1� yðnÞÞ lnð1� rðnÞÞ
� �

ð1Þ

where rðnÞ ¼ 1
1þ expð�wTxðnÞÞ ð2Þ

and superscript ðnÞ indexes the current sample,
w ¼ ½w0;w1; . . . ;wd�> are the weights to be learned with bias
w0; xðnÞ ¼ ½1; x1; . . . ; xd�> is the ðdþ 1Þ-dimensional feature vector,
and yðnÞ 2 f0;1g is the true class of the data. The weights can be
trained or updated to account for new data samples using stochastic
gradient descent, where the gradient at new sample n can be writ-
ten as

@GðnÞ

@w
¼ ðyðnÞ � rðnÞÞxðnÞ ð3Þ

and the weights are updated as wðnþ1Þ ¼ wðnÞ þ g @GðnÞ

@w , with learning
rate g 2 R;g > 0.

Llera et al. (2011) have modified Eq. (3) to be updated only
when an iErrP is observed, which corresponds to our definition of
a learnNeg strategy. To simulate iErrPs, they classify each sequen-
tial test sample xðnÞ according to

~yðnÞ ¼ I½rðnÞ P 0:5� ð4Þ

where ~yðnÞ 2 f0;1g is the output of the classifier and I is the indica-
tor function.1 In the simulations that appear in Section 2.3, if the

1 The indicator function has the following behavior: I½TRUE� ¼ 1; I½FALSE� ¼ 0.

T.J. Zeyl, T. Chau / Pattern Recognition Letters 37 (2014) 54–62 55



Download English Version:

https://daneshyari.com/en/article/534543

Download Persian Version:

https://daneshyari.com/article/534543

Daneshyari.com

https://daneshyari.com/en/article/534543
https://daneshyari.com/article/534543
https://daneshyari.com

