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a b s t r a c t

In this paper, the linear discriminant analysis (LDA) is generalized by using an Lp-norm optimization tech-
nique. Although conventional LDA based on the L2-norm has been successful for many classification prob-
lems, performances can degrade with the presence of outliers. The effect of outliers which is exacerbated
by the use of the L2-norm can cause this phenomenon. To cope with this problem, we propose an LDA
based on the Lp-norm optimization technique (LDA-Lp), which is robust to outliers. Arbitrary values
of p can be used in this scheme. The experimental results show that the proposed method achieves high
recognition rate for many datasets. The reason for the performance improvements is also analyzed.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

During the last few decades, numerous feature extraction meth-
ods have been proposed for data analysis and object classification
in the computer vision and pattern recognition communities. Prin-
cipal component analysis (PCA) (Fukunaga, 1990; Turk et al., 1991),
independent component analysis (ICA) (Bell and Sejnowski, 1995;
Kwak and Choi, 2003) and linear discriminant analysis (LDA) (Bel-
humeur et al., 1997; Martinez and Kak, 2001) are successful repre-
sentatives of linear subspace-based feature extraction methods,
and many further improvements continue to be researched. Unlike
PCA and ICA, LDA is designed for supervised learning and has been
widely used for classification problems. The goal of LDA is to find a
series of projections that maximize the ratio of between class and
within class variance, both of which are based on the L2 norm. It is
known that conventional L2-norm based LDA is optimal if each
class has the same Gaussian distribution. Although conventional
LDA, based on the L2-norm, has been successful for many problems,
there are numerous problems whose class-specific distributions
are far from Gaussian. For these problems, the performances of
LDA could degrade with the presence of outliers because L2-
norm-based methods are dominated by samples with large norms.

Asa generalized version of LDA, Yang et al. (2011) introduced a new
concept of designing a discriminant analysis method and Yang and
Yang (2003) suggested a complete PCA plus LDA algorithm.

A new kernel Fisher discriminant analysis framework was also
proposed to implement the KPCA plus LDA strategy (Yang et al.,
2005). An extension of LDA to regression problems and its kernel ver-
sion were also proposed in (Kwak and Lee, 2010; Kwak, 2012),
respectively.

There are many studies aimed at enhancing the performance of
the conventional L2-norm-based feature extraction methods. In
particular, many studies have focused on PCA algorithms based
on the L1-norm instead of the L2-norm. L1-norm-based PCA (L1-
PCA) Ke and Kanade (2005) finds the optimal projection vectors
that minimize the L1-norm-based reconstruction error in the input
space through linear or quadratic programming which is computa-
tionally expensive. Another drawback of L1-PCA is that it is not
rotational invariant. Ding et al. (2006) proposed R1-PCA, which
combines the merits of L2-PCA and those of L1-PCA. Unlike L1-
PCA, it is rotation-invariant while it successfully suppresses the ef-
fect of outliers, as L1-PCA does. On the other hand, PCA-L1 (Kwak,
2008) maximizes L1-norm-based dispersion in the feature space,
instead of maximizing L2-norm-based variance, to achieve robust
and rotation-invariant PCA. Several extensions of PCA-L1 have
been introduced recently. 2DPCA-L1 (Li et al., 2009) is an L1-norm
version of 2DPCA that is robust to outliers with very simple itera-
tion process. In addition, Kwak and Oh (2009) proposed SL1-BDA,
an L1-norm version of biased discriminant analysis that was origi-
nally developed for one-class classification problems. It tries to re-
duce the negative effect of extracting features due to negative
samples that are very far from the center of positive samples and
utilizes the L1-norm instead of the L2-norm.

There are also studies that try to extend LDA using other norms
than the L2-norm. The novel rotation-invariant L1-norm (R1-norm)-
based discriminant criterion called DCL1, which better character-
izes intra-class compactness and inter-class separability by using
the rotation-invariant L1-norm, was proposed in (Li et al., 2010).
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In addition, robust L1-norm based tensor analysis (TPCA-L1)
formulates the reconstruction error with the L1-norm (Pang et al.,
2010). The use of the L1 norm makes tensor analysis robust to out-
liers. Moreover, the algorithm converges well in several iterations.
Fast Haar transform (FHT) based PCA and FHT-based spectral
regression discriminant analysis have also been proposed to solve
the problem of the computationally expensive processing time of
the projection process (Pang et al., 2009). Recently, we studied
the generalization of the L1 norm to an Lp norm with an arbitrary
p value for PCA (Kwak, 2013). This algorithm uses a new Lp-norm
optimization technique using the gradient search method.

In this paper, a method is proposed for classification, which is
based on the Lp-norm optimization technique as a generalized
version of LDA. We address a novel method of LDA that uses the
Lp-norm instead of the L2-norm to obtain a robust and rotation-
invariant version of LDA. The objective function is formulated
using the general Lp-norm in both the numerator and denominator
and the optimal solution is found using the steepest-gradient
method. The effect of outliers for each method is analyzed, and it
is shown that the proposed LDA based on the Lp-norm is more
robust to outliers. In doing so, a novel methodology for measuring
the effect of outliers is also presented.

This paper is organized as follows. In Section 2, conventional
LDA is overviewed, and the new algorithm LDA-Lp which uses
the Lp-norm instead of the L2-norm is presented. Section 3 shows
the experimental results with an analysis on the effect of outliers.
Finally, conclusions are presented in Section 4.

2. Methods

2.1. LDA (based on the L2-norm)

LDA is one of the well-known methods of supervised dimen-
sionality reduction for classification problems. It tries to find trans-
formations that maximize the ratio of the between-class and the
within-class scatter matrices. Consider a dataset fðxi; ciÞgN

i¼1, where
xi 2 Rd and ci 2 f1; . . . ;Cg are an input and the corresponding class,
respectively. The between-class scatter matrix SB and the within-
class scatter matrix SW are defined, respectively, as:

SB ¼
XC

c¼1

Ncðmc �mÞðmc �mÞT ;

SW ¼
XN

i¼1

ðxi �mci
Þðxi �mci

ÞT ;
ð1Þ

where Nc is the number of samples belonging to class c, and
m , 1

N

PN
i¼1xi and mc ,

1
Nc

P
i2fjjcj¼cgxi are the total mean and the class

mean of the input data.
The LDA is formulated to find M projection vectors fwigM

i¼1 that
maximize Fisher’s criterion, as follows:

WLDA ¼ argmax
W

jWT SBWj
jWT SW Wj

: ð2Þ

Here, the ith column of W corresponds to wi. Maximizing the
above Fisher’s criterion is equivalent to solving the following
eigenvalue decomposition problem:

SBwi ¼ kiSW wi k1 P k2 P � � �P km: ð3Þ

Then, the linear projections fwigM
i¼1 can be obtained. However,

conventional LDA is very sensitive to the presence of outliers, be-
cause both SB and SW in (1) are dominated by a set of outliers with
large norms. To alleviate this problem, we propose a novel method
that utilize the Lp-norm instead of the L2-norm in the subsequent
subsection.

2.2. Algorithm: LDA-Lp

It is well known that an algorithm based on the Lp-norm is less
sensitive to the samples with large norms compared to the corre-
sponding algorithm based on the L2-norm.

Therefore, we define a new maximization problem for the de-
sign of an Lp-norm-based LDA. Consider the following Lp-norm
maximization problem with the constraint jjwjj2 ¼ 1.

FpðwÞ ¼
PC

c¼1NcjwTðmc �mÞjpPN
i¼1jwTðxi �mci

Þjp
: ð4Þ

This can be solved by taking the gradient of FpðwÞ with respect
to w. An important point to note here is that because of the abso-
lute value operator in (4), the gradient of FpðwÞ is not well defined
on some singular points. To avoid this technical difficulty, a sign
function below is introduced.

sgnðaÞ ¼
1 if a > 0;
0 if a ¼ 0;
�1 if a < 0:

8><
>:

ð5Þ

With the help of this sign function, (4) can be rewritten as
follows:

FpðwÞ ¼
PC

c¼1Nc½sgnðwTðmc �mÞÞwTðmc �mÞ�pPN
i¼1½sgnðwTðxi �mci

ÞÞwTðxi �mci
Þ�p

: ð6Þ

Now, in order to get an optimal w which maximizes (6), we can
take a gradient of FpðwÞ in (6) with respect to w as follows:

rw ¼
dFpðwÞ

dw
¼ A� B

E
� C � D

E
;

where A ¼ p
XC

c¼1

NcsgnðwTðmc �mÞÞjwTðmc �mÞjp�1ðmc �mÞ;

B ¼
XN

i¼1

½sgnðwTðxi �mci
ÞÞwTðxi �mci

Þ�p;

C ¼
XC

c¼1

Nc½sgnðwTðmc �mÞÞwTðmc �mÞ�p;

D ¼ p
XN

i¼1

sgnðwTðxi �mci
ÞÞjwTðxi �mci

Þjp�1ðxi �mci
Þ;

E ¼ ð
XN

i¼1

½sgnðwTðxi �mci
ÞÞwTðxi �mci

Þ�pÞ2:

ð7Þ

The above gradient is well defined when wTðmc �mÞ – 0 and
wTðxi �mci

Þ – 0 for all xi. Furthermore, it is also well defined if
p > 1 on singular points where wTðmc �mÞ ¼ 0 or
wTðxi �mci

Þ ¼ 0 for some xi’s. On the other hand, if p ¼ 1 the term
A or D in (7) is not well defined on the singular points because 00 is
hard to define, and if p < 1; A or D diverges at the singular points.
To avoid this problem, we add a singularity check step before
computing the gradient.

The optimal solution to this problem can be obtained using the
steepest-gradient method as follows:

i. Initialization
� t  0. Set wð0Þ such that jjwð0Þjj2 ¼ 1.

ii. Singularity check (applies only when p 6 1)
� If wðtÞTðmc �mÞ ¼ 0 or wðtÞTðxi �mci

Þ ¼ 0;wðtÞ  ðwðtÞþdÞ
jjwðtÞþdjj2

where d is a small random vector.
iii. Computation of rw in (7)
iv. Gradient search
� wðt þ 1Þ  wðtÞ þ arw where a is a learning rate.
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