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a b s t r a c t

This paper presents a novel background model for video surveillance—Spatio-Temporal Patch based
Background Modeling (STPBM). We use spatio-temporal patches, called bricks, to characterize both the
appearance and motion information. Our method is based on the observation that all the background
bricks at a given location under all possible lighting conditions lie in a low dimensional background sub-
space, while bricks with moving foreground are widely distributed outside. An efficient online subspace
learning method is presented to capture the subspace, which is able to model the illumination changes
more robustly than traditional pixel-wise or block-wise methods. Experimental results demonstrate that
the proposed method is insensitive to drastic illumination changes yet capable of detecting dim fore-
ground objects under low contrast. Moreover, it outperforms the state-of-the-art in various challenging
scenes with illumination changes.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

Background modeling is a key component in a video surveil-
lance system with static cameras. In the past decade, various back-
ground modeling algorithms (Piccardi, 2004; Elhabian et al., 2008;
Bouwmans, 2009) have been proposed and achieved good perfor-
mance on well-illuminated scenes. However, the challenging
scenes with lighting and illumination changes still remain un-
solved, such as (1) sudden sunlight changes in daytime, (2) light
turned on or off, and (3) car lighting in nighttime outdoor scenes.
Especially, in a nighttime outdoor scene, the faint lighting, low
signal-noise-ratio (SNR), low contrast, and drastic illumination
changes are combined to form a really difficult scenario for back-
ground modeling.

Spatial neighborhood information and temporal one are two
fundamental elements to understand appearance structure and dy-
namic motion respectively and complementary to each other. For
example, in a low contrast environment, the motion of foreground
provides most of the visual information; whereas when there are
illumination changes, the appearance of foreground contributes
the main visual information. However, the traditional pixel-wise
methods (Wren et al., 1997; Stauffer et al., 2000; Elgammal et al.,

2002) model the background as a set of independent pixel pro-
cesses without considering neighborhood information, the block-
wise methods use only the spatial correlations between pixels
(Seki et al., 2003; Heikkila and Pietikainen, 2006; Lin et al., 2009)
or employ the spatial and temporal information separately (Mon-
net et al., 2003; Wang et al., 2007), and the motion based methods
(Wixson, 2000) exploit the temporal neighborhood information
alone. While it is difficult for these methods to deal with the above
scenarios individually, background modeling will benefit from uti-
lizing the spatial and temporal information jointly. Moreover,
according to the illumination literature (Belhumeur and Kriegman,
1998; Basri and Jacobs, 2003; Garg et al., 2009), the illumination
variations of a static object (e.g., a background patch in a surveil-
lance scene) could be represented by a low-dimensional subspace
under the assumption of Lambertian surface.

Motivated by these observations, we propose to build back-
ground models on spatio-temporal patches (called ‘‘bricks’’), which
characterize both the appearance and motion information in the
spatial and temporal neighborhood of a pixel (e.g., 6 � 6 � 4 pixels
as shown in Fig. 1). In the proposed method, a brick is the atomic pro-
cessing unit, which differs from the traditional pixel-wise or block-
wise methods. Similar to image patches (or blocks) (Belhumeur and
Kriegman, 1998), we observe that under all possible lighting condi-
tions the background bricks extracted from a given location lie in a
low-dimensional subspace, i.e., background subspace or background
model. Then, we present an efficient online subspace learning meth-
od to capture the background model and adapt it to the recent
variations in a real scene. The low computation complexity of this

0167-8655/$ - see front matter � 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.patrec.2012.01.012

⇑ Corresponding author at: Beijing Laboratory of Intelligent Information Tech-
nology, School of Computer Science, Beijing Institute of Technology, Beijing 100081,
PR China. Tel./fax: +86 10 6891 4849.

E-mail addresses: zhaoyoudong@gmail.com (Y. Zhao), haifeng.gong@gmail.com
(H. Gong), jiayunde@bit.edu.cn (Y. Jia), sczhu@stat.ucla.edu (S.-C. Zhu).

Pattern Recognition Letters 33 (2012) 1134–1147

Contents lists available at SciVerse ScienceDirect

Pattern Recognition Letters

journal homepage: www.elsevier .com/locate /patrec

http://dx.doi.org/10.1016/j.patrec.2012.01.012
mailto:zhaoyoudong@gmail.com
mailto:haifeng.gong@gmail.com
mailto:jiayunde@bit.edu.cn
mailto:sczhu@stat.ucla.edu
http://dx.doi.org/10.1016/j.patrec.2012.01.012
http://www.sciencedirect.com/science/journal/01678655
http://www.elsevier.com/locate/patrec


method makes it suitable for real-time applications. Here, we cap-
ture the background model of bricks at each background location
independently.

Once the background model is learnt and adapted, we could
perform ‘‘foreground detection’’ or ‘‘background subtraction’’ by
thresholding the residual errors of incoming bricks on it. The resid-
ual errors of background bricks are usually distinct from those of
foreground bricks and an adaptive threshold is proposed for reli-
able detection. Extensive experiments demonstrate the robustness
of the proposed method in overcoming various illumination
changes and low contrast in real-world video surveillance. The pro-
posed brick based method advances the state-of-the-art in three
aspects:

� It is robust to both sudden and gradual illumination changes and
achieves superior performance to the state-of-the-art.

� It is sensitive to dim moving objects under low contrast.
� It is simple yet effective for almost all the real challenging cases

including indoor and outdoor, and daytime and nighttime scenes.

1.1. Related work

While most of the pixel-wise methods (Wren et al., 1997;
Stauffer et al., 2000; Elgammal et al., 2002; Kaewtrakulpong and
Bowden, 2001; Lee, 2005) could handle gradual illumination
changes by adapting their models, they often have difficulty deal-
ing with sudden changes and are vulnerable to noises. Some meth-
ods explicitly alleviate the illumination effects by an extra
illumination estimation (Messelodi et al., 2005) or a color model
(Kim et al., 2005; Patwardhan et al., 2008). Recently, instead of
modeling the intensities of pixels, Pilet et al. (2008) model the ratio
of intensities between a stored background image and an input im-
age by Gaussian Mixture Models to deal with sudden illumination
changes. Their method successes in coping with sudden illumina-
tion changes, such as light switch in indoor scenes.

Block-wise methods use spatial correlations between pixels to
improve robustness to noises and illumination changes. Seki et al
(2003) exploit the cooccurrence of adjacent blocks for background
subtraction. Heikkila and Pietikainen (2006) present a texture-
based method (TBMOD), which employs the Local Binary Pattern
(LBP) operator and can tolerate considerable illumination varia-
tions. In (Yao and Odobez, 2007), a multi-layer method is proposed,
which combines the LBP feature and a color feature. In (Grabner
and Bischof, 2006; Lin et al., 2009), classification based methods
are proposed using image blocks. Edge (or gradient-based) features
are used to model the background for its robustness to illumina-
tion changes in (Yang and Levine, 1992). A fusion of color and edge
information is used in (Jabri et al., 2000). Noriega and Bernier

(2006) combine local kernel histograms and contour-based fea-
tures for background subtraction.

Motion based methods exploit temporal neighborhood infor-
mation for foreground detection. Wixson (2000) defines a salient
motion that tends to move in a consistent direction over time
and detects the salient motion by integrating frame-to-frame opti-
cal flow. The information of successive frames enhances the sal-
iency of moving objects despite of the similarity of appearances
to the background.

A subspace learning based method for background modeling is
first introduced by Oliver et al. (2000). This method establishes a
global subspace over the whole frames, i.e., the eigen-background
model, which can handle the global illumination changes to a cer-
tain degree. But they cannot deal with local illumination changes,
and fail to distinguish slow moving foreground objects. While some
improvements (Li, 2004; Skočaj et al., 2007; Skočaj and Leonardis,
2008) are made to deal with the slow moving objects, the local illu-
mination change still remains unsolved. Some other methods
(Monnet et al., 2003; Wang et al., 2007) operate on image blocks
and exploit an additional prediction model (e.g., on-line auto-
regression model) to predict future frames to capture the dynamic
changes in temporal domain. While their methods capture the spa-
tial and temporal information by two separate models respectively
and can deal with the local illumination changes, they still miss
detections in low contrast cases like other block-wise methods,
which could be addressed by our brick-based method that models
the spatio-temporal variations jointly in the brick space.

Some researchers also use the spatio-temporal information
for background modeling. Pless (2005) builds background models
based on the responses of spatiotemporal derivative filters at each
pixel. Wang et al. (2006) integrate spatial and temporal dependen-
cies for foreground segmentation and shadow removal via a dy-
namic probabilistic framework based on the conditional random
field.

Stereo information is also employed to construct the back-
ground model invariant to illumination changes (Ivanov et al.,
2000). Their method requires an off-line construction of disparity
fields mapping the primary background images via using two or
more cameras and suffers from both missing and false detections
due to certain geometric considerations. Lim et al. (2005) introduce
an improvement to Ivanov’s method (Ivanov et al., 2000) to allevi-
ate the false detections and some other issues.

1.2. Paper organization

The rest of the paper is arranged as follows: Section 2 presents
two conjectures about the distribution of a video brick sequence,
which is the motivation of the novel proposed algorithm.

Fig. 1. A brick xijt is a small spatio-temporal patch with h � w � s pixels around the point (i, j, t).
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