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a b s t r a c t

This paper examines the Rocchio algorithm and its application in text categorization. Existing approaches
using global parameters optimization of Rocchio algorithm result in choosing one fixed prototype repre-
senting each category for multi-category text categorization problems. Therefore, they have limited dis-
criminating power on different category’s distribution and their parameter optimization methods are
based on weak representation ability of the negative samples consisting of several categories. We present
a pairwise optimized Rocchio algorithm, which dynamically adjusts the prototype position between pairs
of categories. Experiments were conducted on three benchmark corpora, the 20-Newsgroup, Reuters-
21578 and TDT2. The results confirm that our proposed pairwise method achieves encouraging perfor-
mance improvement over the conventional Rocchio method. A comparative study with the top notch text
classifier Support Vector Machine (SVM) also shows the pairwise Rocchio method achieves competitive
results.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

The aim of text categorization (TC) is to assign text documents
to appropriate predefined labels that represent their categories. It
is one of the fast paced applications of pattern recognition to data
mining (Sebastiani, 2002). As the availability of digital format of
text documents is ever increasing in recent years, there are many
applications employing the techniques of text categorization. For
example, news are typically organized by subject topics or geo-
graphical code; academic papers are often classified and retrieved
by research domains and hierarchical subdomains; patients re-
ports in health care organization are indexed according to disease
categories.

Most text categorization algorithms are based on the vector
space model (VSM) (Sebastiani, 2002; Salton, 1989; Vinciarelli,
2005; Yang and Liu, 1999), where each document is represented
by a list of words that present in the document. Each word is con-
sidered as a feature and the feature’s value is the weight transfor-
mation of the word’s frequency in the document. Thus, a document
is represented as a feature vector. It is obvious that this VSM leads
to high dimensionality of the text categorization problem.

A number of classifiers have been used to classify text docu-
ments, including regression models, nearest neighbor classifica-
tion, Bayesian probabilistic approaches, decision trees, inductive
rule learning, neural networks, on-line learning, Support Vector

Machines, and combining classifier (Sebastiani, 2002; Guo et al.,
2003; Yang and Liu, 1999). In a comparison performed by
Sebastiani (2002), Support Vector Machines, example based meth-
ods, regression methods and boosting based combining classifier
deliver top-notch performance.

The Rocchio method was originally developed in 1971 for inter-
active document retrieval based on user’s feedback of relevant doc-
uments and irrelevant documents (Rocchio, 1971). It has been
applied to text categorization by Ittner et al. (1995). The Rocchio
algorithm is a very efficient text categorization method for applica-
tions such as web searching, on-line query, etc., because of its sim-
plicity in both training and testing (Sebastiani, 2002; Vinciarelli,
2005; Guo et al., 2003).

However, most research considers the Rocchio algorithm in TC
as an underperformer in term of effectiveness. This paper re-exam-
ines the applicable assumptions and parameters optimization
method of the Rocchio algorithm, and proposes a pairwise opti-
mized strategy. The proposed enhancement of Rocchio algorithm
uses different optimized prototypes to represent one category
when building Rocchio classifiers for different pair of classes. We
conduct experiments on three common document corpora to com-
pare the categorization performance of the globally optimized Roc-
chio and pairwise optimized Rocchio method. The results show
that our proposed pairwise method outperforms the globally opti-
mized (traditional) Rocchio method in all experiments, especially
in the cases that have unbalanced sample distributions among cat-
egories. Additionally, the comparison study with the top-notch TC
classifier, SVM, reveals that our enhanced version of the Rocchio
method achieved relatively close performance.
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The rest of this paper is organized as follows. Section 2 intro-
duces the architecture of text categorization and reviews the Roc-
chio algorithm from its first introduction to today’s applications.
Section 3 explains the details of our proposed pairwise Rocchio
method. In Section 4, experimental results and discussions are pro-
vided. Section 5 gives conclusions and future directions.

2. Background

In this section, the general architecture of text classification and
Rocchio algorithm will be reviewed. First, the structure of a text
classification system and the description of each component’s
functions are explained. Following, we introduce the Rocchio
method from its first release to recent applications in text catego-
rization. In these applications, different parameter optimization
and setups are explained.

2.1. The architecture of text categorization

Text categorization is a supervised learning paradigm where
categorization methods assign a document to a set of predefined
categories, based on learning from a set of human-labeled training
documents (Shehata et al., 2008; Sebastiani, 2002; Yang and Liu,
1999). It can be divided by two parts. The first part is to construct
a classifier through the training samples with their reference la-
bels. This step is also called learning. The second part is to apply
the constructed classifier to unlabeled data. This can be a test pro-
cess to examine the classifier, or to put it into an on-line applica-
tion. In general, the text categorization system comprises of
three key functional components: data pre-processing, classifier
construction, and on-line classification. Fig. 1 shows the frame-
work of a typical text categorization system.

2.1.1. Data pre-processing
In order to convert the natural language document to the fea-

ture space, there are five steps employed for data pre-processing.
Their functions are described as below:

� Function word removal: to remove the functional words that
are used to construct nature language documents but not
related to any specific topics, such as ‘‘a”, ‘‘an”, ‘‘the”,‘‘in”, ‘‘of”,
‘‘to”, etc.
� Word stemming: to group together those words that are in dif-

ferent forms but with the same root. For example, counting
these words ‘‘buy”, ‘‘buys”, ‘‘buying”, ‘‘bought” under the same
feature identification.

� Feature selection: to further reduce the dimensionality of the
data space by removing irrelevant features that have no contri-
bution to category discrimination. Feature selection through
information theory has been well studied by Yang and Pedersen
(1997). In their research, five commonly used feature selection
methods were studied: document frequency (DF), information
gain (IG), mutual information (MI), v2-test (CHI) and term
strength (TS). According to their experiments, IG and CHI are
most effective in terms of feature removal aggressiveness and
classification accuracy improvement. The DF thresholding
approach performs similarly while it is also the simplest tech-
nique with lowest computation cost. In this paper, the DF thres-
holding feature selection method will be adopted. It gains favor
because of its simplicity and good performance when the fea-
ture removal is not as aggressive as filtering out more than
90% of the features (Yang and Pedersen, 1997).
� Feature weighting: to compute each feature’s weight using a

transforming function. The common feature weighting function
is called tfidf (Term Frequency/Inverse Document Frequency)
using the formula as:

tfidf ðtk;diÞ ¼ #ðtk;diÞ � logðjTr j=#TrðtkÞÞ ð1Þ

In (1), the #(tk,di) denotes the number of times term tk occurs in
document di, jTrj denotes the number of all training documents,
and #Tr (tk) denotes the document frequency of term tk, that is,
the number of documents in Tr in which term tk occurs. It is
noted that this function embodies the assumptions that (i) the
more often a term occurs in a document, the more it is repre-
sentative of its content, and (ii) the more documents, the term
occurs in, the less discriminating it is.

� Normalization: The cosine normalization using (2) is a pro-
cess to make each vector of the same length (Salton, 1989).
This reduces the similarity between document vectors to
measuring the cosine value between them. For example, if
two documents features are approximately in linear ratio
but have different length, the similarity score, the cosine of
vector angle, is near 1. Thus, these two documents are consid-
ered to be very similar.

wik ¼ tfidf ðtk; diÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXjTj
s¼1

ðtfidf ðts;diÞÞ2
vuut,

ð2Þ

where wik is the normalization weight of term tk in document di.
While tfidf(tk,di) follows the notation from formula (1), the nota-
tion jTj refers to the length of features, i.e., the total number of
reserved terms after feature selection process.

Fig. 1. The framework of text categorization system.
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