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a b s t r a c t

Gaussian mixture model is the conventional approach employed in speaker recognition tasks. Although it
is efficient to model specific speaking characteristics of a speaker, especially in quiet environments, its
performance in noisy conditions is still far from the human cognitive process. Recently, a new method
of a-integration of stochastic models has been proposed based on psychophysical experiments that sug-
gests a-integration is used in a human brain. In this paper, we proposed a method to extend the conven-
tional GMM to the a-integrated GMM (a-GMM) to model personal speaking traits. Model parameters
were re-estimated recursively based on a given data set. The experiments showed that the new approach
significantly outperforms the traditional method, especially on telephony speech.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

The traditional Gaussian mixture model (GMM) has been
proved to be effective to model personal speaking traits, particu-
larly in clean speech. However, like most of the other modelling
techniques, its performance significantly degrades in low band
and noisy conditions (Wu et al., 2005a,b,c; Reynolds, 1995c), pri-
marily due to a mismatch between training and test conditions.
On the contrary, a human auditory and cognitive system is able
to handle a variety of difficult conditions more gracefully and
intelligently.

In order to deal with the recognition problem in noisy condi-
tions for automatic speaker recognition, a series of methods have
been proposed in last decades primarily from three directions: pro-
cessing at the feature level, processing at the model level and pro-
cessing at the score level. Processing at the feature level is often
referred to as preprocessing techniques at the feature level that
is the earliest stage of a recognition system. The most representa-
tive methods include some normalisation methods at the feature
level, such as cepstral mean subtraction (CMS), H-norm, etc. (Wu
et al., 2008) and transformation techniques at the feature level,
such as LDA-based and NLDA-based feature transformation (Wu
et al., 2005a,b,c, 2008). Processing at the model level then uses a
variety of normalisation and transformation techniques at the
model level that is a middle stage of a standard recognition system.
The most representatives are model adaptation (Reynolds et al.,

1995a,b,c) and model combination (Falthhauser and Ruske,
2001). The third class of methods are focused on carrying out some
normalisation or transformation at the score level among which
are Z-norm, T-norm and so on. For more details of the discussion
of these methods at three different levels, the readers can refer
to an overview paper on this topic (Wu et al., 2008).

The method proposed in this paper can in fact be classified into
the second group, i.e., processing at the model level. As mentioned
above, in this group, the most popular method is model adaptation
(Reynolds et al., 2000). In this method, model parameters are re-
estimated using new data obtained under an incoming environ-
ment so as to reduce a mismatch between the training and test
conditions. However, a-GMM proposed in this article is completely
different from the method of model adaptation, though they be-
long to the same group. The essence of the idea of a-GMM is its
extension of the classical GMM in modelling capacity. By introduc-
ing a new factor of a, more powerful integrated models can be
used. As we mentioned in Wu (in press), the most powerful feature
of a-GMM is its property of a-warping, i.e., by using negative a-val-
ues, the integrated a-GMM de-emphasises small values but
emphasises large-values and this property is beneficial to tolerate
a mismatch between training and testing.

a-GMM re-considers the procedure of information integration.
Information integration is one of the commonest phenomena in hu-
man brains. It is very crucial to understand this process in order to
develop realistic artificial intelligence, pattern recognition and in
particular speaker recognition. Among all the integration methods
that could be used in a brain, the simplest method is linear combi-
nation, which is in fact the way employed in the conventional GMM
approach. Even though linear combination might be used in an inte-
gration process occurring in a human brain, there must be other
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more complex ways of information integration employed by a hu-
man brain to fulfil advanced human intelligence. Among these, a-
integration might be worth to investigate. Meanwhile, psychophys-
ical experiments have recently suggested that a-integration is used
in human brains, instead of the simple way of linear combination
(Amari, 2007). Furthermore, a-integration was found to be opti-
mum in the sense of minimising a-divergence between the integra-
tion channel and its multiple component channels of information
sources (Amari, 2007). Inspired by this, we consider that if a-inte-
gration is used to replace the linear combination in the conven-
tional Gaussian mixture model, the new model, which is therefore
referred to as a-Gaussian mixture model (a-GMM), could take some
advantages over the conventional GMM in modelling multiple
channels of information sources, since the integration process emu-
lated by the new method is more similar to that occurring in a hu-
man cognition system. This is the essential idea for this article.

The rest of this paper is organised as follows: in Section 2, we
introduced the concept of a-integration. In Section 3, a-GMM
was proposed for addressing speaker recognition. Parameter re-
estimation formulae were used to train a-GMM recursively. In Sec-
tion 4, a-GMM based speaker recognition was described. In Section
5, experiments and results were presented. The discussions and
conclusions were summarised in Section 6 and 7.

2. a-integration

Given a number of probability density functions (p.d.f.)
piðsÞ; i ¼ 1; . . . ;K , the a-integration qðsÞ is defined by

qðsÞ ¼ cf�1
a

XK

i¼1

wi � fa½piðsÞ�
( )

; ð1Þ

where fa½piðsÞ� is referred to as the a-representation of each piðsÞ and
c is a constant to make the integrated function as a p.d.f.

c ¼ 1R
f�1
a f

PK
i¼1wifa½piðsÞ�gds

: ð2Þ

fa½piðsÞ� is defined by

fa½piðsÞ� ¼
2

1�a piðsÞ
ð1�aÞ=2

; a–1
logðpiðsÞÞ; a ¼ 1:

(
ð3Þ

The inverse function f�1
a ðyÞ can be easily obtained as follows

x ¼ f�1
a ðyÞ ¼

ð1�a
2 yÞ

2
1�a; a–1

ey; a ¼ 1:

(
ð4Þ

From Eqs. (1), (3) and (4), we can see that in the case of a ¼ �1, the
a-integration degenerates to the simple linear combination and in
the case of a ¼ 1, the a-integration is referred to as the exponential
integration.

It is worth to note in Eq. (1), as a increases, the a-integration re-
lies more on the smaller elements of mixtures, while as a de-
creases, the larger ones are taken into account more seriously.
Thus, it is said that a small-value of a represents a pessimistic atti-
tude and a larger one of a represents a more optimistic attitude
(Amari, 2007).

Moreover, it was found in Amari (2007) that a-integration qðsÞ
(see Eq. (1)) of probability density functions p1ðsÞ; . . . ; pKðsÞ with
weights w1; . . . ;wK is optimal under the a-divergence criterion of
minimising the integrated divergence Ra½qðsÞ� between the inte-
grated p.d.f qðsÞ and all its components piðsÞ, i.e.,

Ra½qðsÞ� ¼
XK

i¼1

wiDa½piðsÞ : qðsÞ�: ð5Þ

The a-divergence Da½pðsÞ : qðsÞ� is defined as

Da½pðsÞ : qðsÞ� ¼

R
pðsÞ log pðsÞ

qðsÞ ds; a ¼ �1R
qðsÞ log qðsÞ

pðsÞds; a ¼ 1

4
1�a2 1�

R
pðsÞ

1�a
2 qðsÞ

1þa
2 ds

n o
; a–� 1

8>>><
>>>:

ð6Þ

a-divergence is an extension to the well-known Kullback–Leibler
distance, i.e.,

D�1½pðsÞ : qðsÞ� ¼ KL½pðsÞ : qðsÞ� ð7Þ
D1½pðsÞ : qðsÞ� ¼ KL½qðsÞ : pðsÞ�; ð8Þ

where KL is the Kullback–Leibler divergence and

D0½pðsÞ : qðsÞ� ¼ 2
Z ffiffiffiffiffiffiffiffiffi

pðsÞ
p

�
ffiffiffiffiffiffiffiffiffi
qðsÞ

p� �2
ds ð9Þ

is the square of the well-known Hellinger distance. The divergences
satisfy

Da½pðsÞ : qðsÞ�P 0; ð10Þ

with equality if and only if pðsÞ ¼ qðsÞ. They are not symmetric,

Da½pðsÞ : qðsÞ�–Da½qðsÞ : pðsÞ�; ð11Þ

except for the case a ¼ 0.
In summary, the a-integration is an optimal integration ap-

proach in the sense of minimising an extension of KL-distance be-
tween each component and their integration.

3. a-Gaussian mixture model

Bearing in mind the concept of the a-integration, we can easily
define the a-GMM for speaker recognition.

3.1. Definition of a-GMM

The conventional GMM is defined as

pðXjSÞ ¼
XK

i¼1

wiNðX;li;R
�1
i jSÞ; ð12Þ

where NðX;li;R
�1
i Þ is the ith normal (or Gaussian) distribution for a

given utterance X and speaker S with the mean li and the variance
R�1

i and K is the number of Gaussians.
By using a-integration (Eq. (1)), we can define a-GMM as

follows

paðXjSÞ ¼ cf�1
a

XK

i¼1

wi � fa½NiðXjSÞ�
( )

; ð13Þ

where c is a normalisation constant.
Explicitly, Eq. (13) can be rewritten as

paðXjSÞ ¼
cð
PK
i¼1

wiNiðXjSÞ
1�a

2 Þ
2

1�a; a–1

ce

PK

i¼1

wi logNiðXjSÞ
; a ¼ 1:

8>>><
>>>:

ð14Þ

Obviously, when a ¼ �1, Eq. (14) is a conventional GMM.
Till now we have defined the concepts for the a-GMM, however,

there is still an open question about how to estimate parameters
related to a given a-GMM. The concerned parameter set is defined
as H ¼ fwi; li;R

�1
i g. In the next section, we will particularly ad-

dress this question.

3.2. Model parameter estimation

An adapted expectation maximisation (EM) algorithm can be
used to estimate parameters of a-GMM for the case of a–1. The es-
sence for the EM algorithm is maximising the expectation of log-
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