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a b s t r a c t 

The occurrence of missing values is not uncommon in real life databases like industrial, medical, and life 

science. The imputation of these values has been realized through the mean/mode of known values (for 

a quantitative/qualitative attribute) or nearest neighbors. Mean based imputation considerably underes- 

timates the population variance and tends to weaken the attribute relationships. Similarly, the nearest 

neighbor approach uses only information of the nearest neighbors and leaving other observations aside. 

Hence to overcome the shortcomings of these methods, we have introduced a method known as medoid 

based imputation to impute missing values. Further, to achieve better performance, we have devised a 

novel classifier for imputed datasets, by using the self-adaptive control parameters of differential evo- 

lution (DE) with equilibrium of exploitation and exploration optimized radial basis function neural net- 

works (RBFNs). By newly associating a weight parameter with target vector during mutation, we main- 

tain equilibrium on the exploration and exploitation mechanism of DE. The self-adaptive equilibrium DE 

(SAEDE) is used to explore and exploit the suitable kernel parameters of RBFNs along with bias and then 

used for classifying unknown samples. The performance of the proposed classifier named as SAEDE-RBFN 

has been extensively evaluated on seven datasets retrieved from University of California, Irvine (UCI) and 

KEEL machine learning repositories after imputation by mean, nearest neighbor, and proposed method. 

The average performance of classifiers has been listed based on the imputation by K-nearest neighbor 

(Knn = 1, Knn = 3, Knn = 5, and Knn = 7), mean, and medoid, respectively. Outcome of the experi- 

mental study shows that the performance of SAEDE-RBFN on medoid based imputed dataset is relatively 

better than DE-RBFN. 

© 2016 Published by Elsevier B.V. 

1. Introduction 

In Data Mining [1] and Big Data analysis [2] , classification, pre- 

diction, association rule mining, and clustering are identified as 

fundamental activities in dredging knowledge from the real life 

databases. Over the years, for each of these tasks, many models 

have been proposed with their associated pros and cons [3] . How- 

ever, the common consensus is that the accuracy of the model de- 

pends highly on the quality of the data being mined. In many ap- 

plication areas, quality datasets are difficult to obtain and are small 
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in size. It is not uncommon to encounter industrial and life science 

databases with half of the entries of a particular instance missing 

[4,5] . It has been observed that some of the datasets contain only a 

few samples with missing values in useful attributes. For example, 

in patient diagnosis data, we often have missing values [6–8] cor- 

responding to a particular feature that would have helped in pre- 

dicting the disease and subsequent treatment. There are various 

reasons for these missing values, such as human errors, machine 

errors, and incorrect measurements. 

In the last decades, many approaches have been developed to 

impute missing values [4] . The simplest technique used in many 

literatures is to remove the samples with missing attributes [9] and 

use the remaining samples for modeling. But, there can be sub- 

stantial loss of information due to simple deletion of samples with 

missing attributes, especially in the case of small and imbalanced 

datasets. Moreover, this method is practical only when the data 
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contain relatively small number of samples with missing values 

and the analysis of the complete data will not lead to serious bias 

during the inference. 

Many researchers [10–14] are working on how to handle these 

missing values (Farhangfar et al., and [15] ) in both training and 

testing datasets. Imputation is a very popular approach to replace 

missing attribute values. There are two main types of imputation 

approaches: ( 1 ) Value imputation and ( 2 ) Distribution-based impu- 

tation. Value imputation estimates a value to be used by the model 

in place of the missing feature [16, 17] and is common in statisti- 

cal community. In contrast distribution-based imputation estimates 

the conditional distribution of the missing value ( [18] ; Grzymala- 

Busse and Hu, 2001; [19, 20] ) and the prediction will be based on 

this estimated distribution. 

In this paper, we propose a new way of imputing the miss- 

ing values called medoid based imputation. In addition, we have 

tried multiple imputation approaches to handle missing values and 

avoid simple removal of samples which will result in useful infor- 

mation being lost. We have applied imputation by k-nearest neigh- 

bor (Knn = 1, Knn = 3, Knn = 5, and Knn = 7) [21] and mean tech- 

niques to study their effect on classification performances [22–26] . 

After imputing the datasets, our self-adaptive equilibrium DE opti- 

mized RBFN is used to study the influence of the imputed tech- 

niques such as k-nearest neighbor, mean, and medoid. We have 

conducted the simulation on seven benchmark datasets obtained 

from University of California, Irvine (UCI) machine learning reposi- 

tory [27] and KEEL repository. 

2. Background 

The background of this research work (i.e., missing data impu- 

tation and classification, the salient features of RBFN, and DE) are 

discussed distinctly in Sections 2.1 –2.3 , respectively. 

2.1. Missing data imputation and classification 

Missing data [28, 29] are source of common problems in all 

type of research work. Imputation techniques are based on the idea 

that any subject in a study can be replaced by a new randomly 

chosen subject from the same source. Imputation of missing data 

on a variable is replaced by a value that is drawn from an estimate 

of the distribution of this variable. In methods like complete or 

available case analysis, the missing indicator, and overall mean 

imputation lead to inefficient analysis and more seriously, produce 

severely biased estimates of the association(s) investigated. Hence, 

to reduce the biased-ness or increase the quality of analysis, we 

have proposed the medoid based imputation. Additionally, the Knn 

based analysis is also been examined. The problem of classification 

[30] is basically the core of partitioning the feature space into 

regions, one region for each category of inputs. Classifiers are 

generally, but not always designed with labeled data, in which 

case these problems are sometimes referred to as supervised 

classification (where the parameters of a classifier are learnt). In 

general, supervised classification with missing data [31] focuses on 

two distinct tasks: handling missing values (i.e., imputing values) 

and pattern classification [12] . Table 1 illustrates a few imputation 

methods and usages of some of the machine learning classifiers 

on imputed database. However, it is evident that not a single 

literature has been suggested the medoid based imputation. 

2.2. Radial basis function networks 

The RBFN is a two layered network [32] , where each hidden 

unit of hidden layer implements a radial activation function and 

each output unit of output layer implements a weighted sum of 

Table 1 

Imputation method and usage of classifiers on imputed dataset. 

Authors Imputation method Classifiers 

[46] Mode, C4.5, LERS ML LERS 

[31] 10-NNI, Mean, Mode C4.5, CN2 

[30] Case Deletion, Mean, Median, Knn LDA, Knn 

[24] GA, Mean, HD MLP + RBF 

[4] KSOP KSOP 

[47] Mean, HD, FNB NB, FHD RIPPER, SVM, C4.5, Knn, NB 

[48] MI-Knn Knn, MI-Knn 

[21] Knn, SKnn, IKnn, K-Means, EAC MLP, NB, J4.8, Knn 

hidden units’ output. This network is a special class of neural net- 

work in which the activation of a hidden neuron is determined by 

the distance between the input and a prototype vector. Prototype 

vectors refer to centers of clusters formed by the patterns in the 

input space. The centers are determined during RBFN training. Two 

parameters are associated with each RBFN node, the center and the 

width. In the input layer, the number of input neurons is deter- 

mined based on the input features that connect the network to the 

environment. As stated, the second layer (hidden layer) consists of 

a set of kernel units that carry out a nonlinear transformation from 

the input to the hidden space. Usually, a nonlinear transformation 

is made based on Gaussian kernel as described in Eq. (1) . 

ϕ i (x ) = exp 

(
−‖ x − μi ‖ 

2 

2 σi 
2 

)
(1) 

where ||...|| represents Euclidean norm, μi, σ i , and ϕ i are center, 

spread, and the output of i th hidden unit, respectively. 

Radial basis function networks use in literature is extensive and 

its application varies from pattern classification to time series pre- 

diction. Training of RBF network involves two steps: ( 1 ) the basis 

function parameters corresponding to hidden neurons are deter- 

mined by clustering and or heuristic method; ( 2 ) the final-layer 

weights are determined by least square which reduces to solve a 

simple linear system. This stage requires the solution of a linear 

problem, which is very fast. 

The problem of selecting suitable number of basis functions is 

an important issue for RBFN [33] . The number of basis functions 

controls the complexity and the generalization ability of RBFN. Too 

few basis functions give poor predictions on new data due to lim- 

ited flexibility [34] . It results in a high bias and low variance es- 

timator. Too many basis functions also result in poor generaliza- 

tion as it is too flexible and fits the noise in the training data. It 

causes a low bias but high variance estimator. The best generaliza- 

tion performance is obtained by a compromise between conflicting 

requirements of reducing bias as well as variance. 

The center of gravity and width is of particular importance for 

the improvement of the performance of RBFN. There are many ap- 

proaches along the line with their own pros and cons. This paper 

proposes the use of differential evolution to find hidden centers 

and spreads. The motivation using differential evolution over other 

EAs such as GAs ( [35] .) is that, in DE string encoding are typically 

represented as real valued vectors, and the perturbation of solution 

vectors is based on the scaled difference of two randomly selected 

individuals of the current population. Unlike GA, the resulting step 

size and orientation during the perturbation process automatically 

adopt to the fitness function landscape. 

Regarding missing values treatment in RBFNs there are some 

contributions using the RBFNs to predict the missing values [36] or 

obtaining the Radial Basis Function from a Vector Quantization of 

the dataset with missing values [37] . Also, the impact of missing 

values in the RBFNs has been considered in [38] , but only in a case 

study. 
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