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a b s t r a c t 

Some existing test-cost sensitive learning algorithms are about balancing act of the misclassification cost 

and the total test cost, and the others focus on the balance between the classification accuracy and the 

total test cost. By far, however, few works reduce the total test cost, yet at the same time maintain 

the high classification accuracy. In order to achieve this goal, this paper modifies the backward greedy 

search strategy employed in selective Bayesian classifiers (SBC), which is a state-of-the-art improved naive 

Bayes algorithm pursuing the high classification accuracy but ignoring the total test cost. We call the 

resulting model test-cost sensitive naive Bayes (TCSNB). TCSNB conducts a modified backward greedy 

search strategy to select an optimal attribute subset with the minimal total test cost, yet at the same 

time maintains the high classification accuracy that characterizes SBC. Extensive empirical study validates 

its effectiveness and efficiency. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Existing classification algorithms focus either on improving 

classification accuracy or on reducing different types of cost such 

as the misclassification cost and test cost [38] . Focusing on the 

former, a mass of classification algorithms have been proposed to 

scale up the classification accuracy. For example, in Bayesian learn- 

ing, of numerous approaches to improving the classification ac- 

curacy of naive Bayes (NB), the attribute selection approach has 

demonstrated remarkable performance. The attribute selection ap- 

proach [12,14,19,21,28,33] selects an optimal attribute subset from 

the whole attribute space and then builds naive Bayes classifiers 

on the selected attribute subset only. Focusing on the latter, called 

cost-sensitive learning, it has received increasing attention in re- 

cent years and is hailed as one of the top 10 challenging problems 

in data mining research [42] . In cost-sensitive learning, researchers 

always pay their attention to the various kinds of cost [38] . Cost- 

sensitive learning algorithms are always designed to yield classi- 

fiers that minimize the total cost instead of the misclassification 

errors. When building a classifier on training data or performing 
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classification on a new input instance, we often consider the to- 

tal test cost when the attribute values must be obtained through 

physical ‘ tests ’ which incur cost themselves. 

Test-cost sensitive learning is more practical than simple tradi- 

tional classification in many applications such as intelligent medi- 

cal diagnostic systems [24] . As an example, considering the task of 

medical diagnosis that doctors examine incoming patients’ illness, 

finding a proper tradeoff between the accuracy (the proportion of 

patients diagnosed correctly) and efficiency (the total cost of mea- 

suring attributes/features) during diagnosis is an important part of 

the problem. Before diagnosing the patient, his certain information, 

such as the blood test, cardiogram and X-ray test, may not yet be 

known which may provide different informational values towards 

improving the classification accuracy, but performing them will in- 

cur extra cost. 

However, some existing test-cost sensitive learning algorithms 

are about balancing the act of the two types of cost, namely the 

misclassification cost and the test cost, to determine which test 

will be done [3,23,37,40] , and the others [1,2,26,27,30,31,35] focus 

on the balance between the classification accuracy and the mini- 

mal test cost directly, and determine which prior ‘ test ’ should be 

done for attribute values. In this paper, we focus our attention 

on the task that covers not only reducing the total test cost but 

also improving the classification accuracy. Inspired by the success 

of selective Bayesian classifiers (SBC) [21] , we modify the back- 

ward greedy search method for attribute selection to minimize the 
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total test cost, yet at the same time maintain the high classification 

accuracy that characterizes SBC. We call our proposed algorithm 

test-cost sensitive naive Bayes, simply denoted by TCSNB. While 

selecting an optimal attribute subset for naive Bayes, TCSNB gives 

consideration not only to the total test cost but also to the classi- 

fication accuracy. The extensive empirical studies on a large suite 

of UCI datasets validate the effectiveness of the proposed TCSNB in 

terms of the total test cost and the classification accuracy. 

The rest of the paper is organized as follows: In Section 2 , some 

work related to improved naive Bayes and test-cost sensitive learn- 

ing are introduced. In Section 3 , we incorporate a modified back- 

ward greedy search for attribute selection into naive Bayes and 

propose test-cost sensitive naive Bayes (TCSNB). In Section 4 , we 

design two series of experiments to validate the effectiveness of 

the proposed TCSNB. In Section 5 , we draw conclusions. 

2. Related work 

Because learning an optimal Bayesian network is NP-hard [6] , 

learning naive Bayes (NB) and its variants has attracted much at- 

tention from researchers. Given a test instance x , represented by 

an attribute vector 〈 a 1 , a 2 , …, a n 〉 , NB uses Eq. (1) to classify x . 

c(x ) = arg max 
c∈ C 

P (c) 
n ∏ 

i =1 

P (a i | c) , (1) 

where a i (i = 1 , 2 , . . . , n ) is the value of the i th attribute A i , C is 

the set of all possible class labels c , and c ( x ) is the class label of x 

predicted by NB. 

NB is the simplest form of Bayesian networks due to its at- 

tribute independence assumption. In order to weaken its attribute 

independence assumption, many approaches have been presented. 

The related work can be broadly divided into five main categories: 

(1) structure extension; (2) attribute weighting; (3) attribute selec- 

tion; (4) instance weighting; (5) instance selection, also called local 

learning. In this paper, we would like to focus our attention on the 

attribute selection approach. 

The attribute selection approach selects an attribute subset 

from the whole attribute space and only uses the selected attribute 

subset to build naive Bayes. To execute the attribute selection pro- 

cess, many state-of-the-art algorithms are proposed and fall into 

two broad categories: filters and wrappers. Filters [12] use the gen- 

eral data characteristics to evaluate the selected attribute subset 

before the learning algorithm is run. For example, [12] proposed 

a correlation-based filter algorithm. More examples include the 

rough set-based algorithm [28] , the decision tree-based algorithm 

[33] , and so on. According to the reference [20] , a filter would 

not always work well with naive Bayes even if it perfectly selects 

strongly and weakly relevant features, because in some cases the 

performance of naive Bayes improves with the removal of relevant 

features. Different from filters, wrappers [25] use the learning al- 

gorithm itself as a black box to evaluate the selected attribute sub- 

set. For example, Hall [21] proposed a greedy search-based wrap- 

per algorithm. More examples include the genetic search-based al- 

gorithm [19] , the random search-based algorithm [14] , the forward 

greedy search-based algorithm [13] , and so on. Generally, filters are 

more efficient while wrappers are more effective. Recently, Chan- 

drashekar and Sahin [4] provided an overview of feature selection 

methods and gave a generic introduction to filter, wrapper and em- 

bedded methods. Embedded methods are to reduce the computa- 

tion time which is done for reclassifying subsets in wrapper meth- 

ods. 

Cost-sensitive learning concerning how to reduce different 

types of cost (e.g., the misclassification cost and the total test cost) 

but ignoring the classification accuracy, can be generally catego- 

rized into two main categories [22] : direct cost-sensitive learn- 

ing and cost-sensitive meta-learning. Examples of the former in- 

clude ICET [37] , cost-sensitive decision tree [9] , cost-sensitive iter- 

ative Bayes [11] , and cost-sensitive selective naive Bayes [13] . Ex- 

amples of the latter can be further categorized into thresholding, 

sampling, weighting, and cloning. Thresholding adjusts thresholds 

based on misclassification cost and posterior probabilities, while 

traditional classifiers predict the class of a test instance in terms 

of a default, fixed threshold 0.5. Thresholding includes MetaCost 

[8] , CostSensitiveClassifier [41] and Empirical Thresholding [34] etc. 

Sampling [5,15,32] modifies the class distribution of training data 

and then applies cost-insensitive classifiers on the sampled data 

directly. Weighting [16,36] assigns a weight to each instance based 

on its misclassification cost. Cloning [17] clones each minority class 

instance to rebalance the original training data. 

As an attractive hot spot of studies in cost-sensitive learning, 

the test-cost sensitive learning, has attracted increased attention 

from researchers in recent years. Turney [37] presented an induc- 

tion algorithm called ICET using a genetic algorithm to build a de- 

cision tree to minimize the sum of the misclassification cost and 

the test cost. Chai et al. [3] proposed a test-cost sensitive naive 

Bayes algorithm for designing a classifier that minimize the sum 

of misclassification cost and test cost via sequential test strategies 

and batch test strategies. Ling et al. [23] utilized a cost-based split- 

ting criterion for attribute selection measure in order to build a 

decision tree that minimizes the sum of the misclassification cost 

and the test cost. Weiss et al. [40] proposed the CASH algorithm 

cost-sensitive feature selection using histograms. 

Of the previous works considering the test cost alone 

[1,2,26,27,30,31,35] , Núñez [30] used background knowledge to 

provide information for economic induction and used EG2 to gen- 

erate a decision tree with attribute economic optimization. Tan 

[35] exploited realistic measurement cost of attributes in the 

process of incremental learning and proposed a learning-from- 

examples framework that trades off accuracy and efficiency dur- 

ing learning. Besides, based on the rough set theory, Min et al. 

[26] proposed a test-cost-sensitive attribute reduction algorithm 

and pointed out that when tests must be undertaken in parallel, 

attribute reduction is mandatory in dealing with reducing the test 

cost. Also in face of the test cost constraint problem, Min et al. 

[27] proposed the backtracking algorithm to solve the problem 

on small and medium-sized datasets, and developed the heuristic 

algorithm which is scalable to large datasets, using the covering 

rough set. Bolón-Canedo et al. [1] proposed a general framework 

which takes into consideration not only the relevance of the fea- 

ture but also their associated cost, and applied this framework to 

two filter methods (simply CFS and mRMR). This approach allows 

user to reduce the cost without compromising the classification er- 

ror through the manual input parameter. At the same time, Bolon- 

Canedo et al. [2] extended the well-known ReliefF method for fea- 

ture selection, which adopts a manual parameter to adjust the in- 

fluence of the cost respect to the influence of the relevance. To ad- 

dress the problem about evaluation functions on cost-sensitive het- 

erogeneous, Qian et al. [31] proposed a multi-criteria based evalua- 

tion function to find candidate features with the minimal total cost 

and the same information as the whole feature set. 

3. Test-cost sensitive naive Bayes 

Our research starts from our comments to the attribute selec- 

tion approach for naive Bayes. The attribute selection approach se- 

lects an attribute subset from the whole attribute space and only 

uses the selected attribute subset to build naive Bayes. Why does 

the attribute selection approach work well? Let us see the follow- 

ing example [18] . Assume that the attribute set A = { A 1 , A 2 , A 3 , A 4 } , 
in which A 2 and A 4 are completely dependent on A 1 and A 3 re- 

spectively (that is, A 1 = A 2 , A 3 = A 4 ), and A 1 and A 2 are completely 



Download English Version:

https://daneshyari.com/en/article/535022

Download Persian Version:

https://daneshyari.com/article/535022

Daneshyari.com

https://daneshyari.com/en/article/535022
https://daneshyari.com/article/535022
https://daneshyari.com

