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Network models have been widely used in many domains to characterize relationships between physical
entities. Although extensive research efforts have been conducted for learning networks from data, many
of them were developed for learning networks with linear relationships. As both linear and nonlinear
relationships may appear in many applications, in this paper, we developed a novel graphical model,
the sparse tree-embedded graphical model (STGM), which is able to uncover both linear and nonlinear
relationships from a large number of variables. We further proposed an efficient regression-based algo-
rithm for learning the STGM from data. We conducted simulation studies that demonstrated the superi-
ority of the STGM over other network learning methods and applied the STGM on a real-world

application that demonstrated its efficacy on discovering interesting nonlinear relationships in practice.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Network models have been widely used in many domains to
characterize relationships between physical entities. For example,
gene association networks have been used to model how different
genes interact in a biological process [11]. Brain connectivity net-
works have been used to model how different brain regions inter-
act to jointly deliver a brain function such as cognition and
emotion [20]. Although the networks are not readily measureable
in many applications, recent advancement of sensing technologies
have risen the possibility of leaning these networks from the rich
amounts of sensing data, such as gene micro-arrays and brain
images for the aforementioned networks, respectively.

Extensive research efforts have been conducted for learning
networks from data. Many of them focused on one particular type
of network model that is called the Gaussian Graphical Model
(GGM). A GGM consists of nodes that are random variables follow-
ing a multivariate normal distribution and undirected arcs that
indicate linear relationships between variables. It has been
revealed by Dempster [4] that learning a GGM is equivalent to esti-
mating the inverse covariance (IC) of the data, because the undi-
rected arcs in a GGM correspond to nonzero entries in the IC
matrix of the data. Existing methods for learning a GGM can be
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broadly categorized as hypothesis-testing-based methods, likeli-
hood-based methods and regression-based methods.

The hypothesis-testing-based methods employ hypothesis test-
ing techniques to test for each entry of the IC matrix [5,6,38,44]. As
the number of entries of an IC matrix grows rapidly with respect to
the number of nodes, it is difficult to control the overall type-I error
since a large number of hypothesis testing will be conducted. As a
remedy, the likelihood-based methods were proposed to identify
the zero entries in the IC matrix simultaneously. It takes the advan-
tage of the assumption that the random variables should follow a
multivariate normal distribution in a GGM. Penalized maximum
likelihood approaches were proposed in Frideman et al., Huang
et al., Ravikumar et al., Yuan and Lin [9,20,34,45] that imposed
penalties on the entries in the IC matrix, forcing many insignificant
entries being zero. Efficient algorithms were proposed by Frideman
et al. [9,10] and Sun et al. [40] to implement the penalized maxi-
mum likelihood methods, particularly, for high-dimensional prob-
lems. Some other methods were proposed, such as a method based
on threshold gradient descent regularization developed by Li and
Gui [24] and a method for overcoming the ill-conditioned problem
of the sample covariance matrix by Schafer and Strimmer [36]. In
addition, there are methods dealing with the situations when vari-
ables have a natural ordering [2,23]. On the other hand, regression-
based methods use regression methods for detecting the network
structure. For example, Meinshausen and Buhlmann [29] devel-
oped a variable-by-variable approach that used lasso regression
to identify the neighborhood for each node in the network. Schafer
and Strimmer [36] also developed a joint sparse regression model,
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which simultaneously performs neighborhood selection for all
variables. Peng et al. [31] developed a sparse regression technique
called SPACE, which is particularly useful in identifying hubs in
gene association networks. Friedman et al. [13] also investigated
the use of lasso and group lasso for fast approximations to exact
penalized maximum likelihood estimation of GGM. Their method
leads to sparse network estimation that is not only sparse in edges
but also in nodes. Recently, Hsieh et al. [18] and Hsieh et al [19]
have developed very efficient algorithms that can remarkably
extend the sparse learning of the IC matrix to millions of variables.

Despite the enormous research effort on learning the networks,
most of them only focus on linear relationships between variables.
For example, a GGM essentially assumes that, the relationship
between a variable with the variables that connect with it can be
characterized as a linear regression model However, in many appli-
cations, both linear and nonlinear relationships will exist between
the variables. For example, a particular problem we are studying is
the detection of the clinical association networks, which character-
ize the associations between multiple clinical conditions. Failing to
uncover these clinical associations may hinder clinicians detecting
important symptoms, potentially leading to inadequate health care
such as inappropriate usage of procedures or insufficient treat-
ments. On the other hand, it is very challenging to identify those
clinical associations due to their complicate natures [16].

To tackle the challenge of detecting nonlinear relationships in a
network, in this paper, we developed a novel graphical model, the
sparse tree-embedded graphical model (STGM), which is able to
uncover both linear and nonlinear clinical associations from a large
number of variables. While the term “nonlinear association” can
take many possible forms, we focused on a particular type of non-
linear associations that can be characterized by tree models. The
basic idea of our STGM is integrating regression-based methods
with decision tree learning, since decision tree has been demon-
strated to be a powerful tool for learning nonlinear interactions
between variables, with no additional cost of increasing the model
complexity due to its nonparametric nature. We further propose an
efficient regression-based algorithm for learning the STGM from
data.

The paper is organized as follows. In Section 2, we first put our
work in perspective by describing related work in learning the
networks. Then, we will describe our proposed method and
develop the computational algorithm for implementing this
method in Section 3, and report the experimental results of
applying the proposed method on both simulated and real-world
datasets in Section 4. A conclusion will be given in Section 5.

2. Related work

In this section, we will briefly review the related work in the
existing methods for learning networks, particularly, in the regres-
sion-based methods since our method falls into this category
[21,29,31]. We use X = {Xj,...,X,} to denote the p random vari-
ables under study. A graphical model of X assigns one node for
each X; and connects two nodes if there is association between
them. An example of a graphical model of six random variables
is shown in Fig. 1(a). The structure of a graphical model can be
characterized by a p x p adjacency matrix G, with entry G; = 1 rep-
resenting an arc between X; to X; and G; = 0 otherwise. E.g., the
corresponding adjacency matrix for the graphical model is shown
in Fig. 1(b).

The structure learning of the graphical model is equivalent to
the identification of the nonzero elements in the adjacency matrix
G. Particularly, the regression-based methods [21,29,31]
decompose the learning problem into p sub-problems, while each
sub-problem concerns the identification of the neighbors of a
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Fig. 1. A graphical model (a) and the corresponding adjacency matrix (b) (only
entries at the upper triangle are shown because the matrix is symmetric and the
diagonal entries are not used in the graphical model).
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variable. For example, in GGM, the associations between variable
X; with other variables can be modeled as a linear regression
model, such as X; = ﬁ,»TX/i + &, where X; denotes all the variables
except X; and ¢&; denotes the residual term which is modeled as a
normal distribution. The regression-based methods repeatedly
use some variable selection models for each X; and identify the
non-zero regression coefficients in g; [21,29,31]. The zero regres-
sion coefficients in B; correspond to the variables that are not asso-
ciated with X;. A general framework for these algorithms is shown
in Fig. 2. Here, f;(B;) could be a loss function that encourages many
elements in B; to be zero, i.e., the loss function used in Glasso
[9,10]. The regression-based methods can also be applied to other
networks rather than GGM. For example, in some Markov graphical
models [21] which model discrete variables, the associations
between nodes can be modeled as a logistic regression model if
the variables are binary, such as Pr(X; = 1) = g(B/X ;) + &, where
g denotes the logit link function and ¢&; denotes the residual term
which is modeled as a binomial distribution.

The regression-based methods are demonstrated to be compu-
tationally efficient and accurate by both theoretical analysis and
extensive simulation studies [21,29,31]. However, many of them
are limited to the applications where the associations between
variables are linear. A few studies have attempted to relax these
constraints and extend graphical models to capture nonlinear asso-
ciations [22,25]. For example, Lafferty et al. [22] proposed two
approaches, one made a distributional restriction through the use
of copulas as a semiparametric extension of the Gaussian distribu-
tion, and another one used kernel density estimation and restricted
the underlying graphs to be trees or forests. Apparently, these
restrictive assumptions limit their applicability in many real-world
cases. This is particularly true in many clinical association studies
where the nonlinear associations are usually non-smooth and take
a rule-based semantics, while the methods proposed in Lafferty
et al.,, Liu et al. [22,25] restrict the nonlinear associations to be rep-
resented as smooth functions.

3. The proposed sparse tree-embedded graphical model (STGM)
3.1. The formulation of the STGM

As mentioned in Section 2, the regression-based methods
employ a regression model to characterize the associations

Input: sample matrix, X; number of variable, p;
regularization parameters, {A;};1 »
Fori=1,2,..,p,
optimize f;(B;) and get B;;
End for
Output: B; fori =1,2,...,p
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Fig. 2. A general framework for the regression-based methods.
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