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a b s t r a c t

The bag-of-words (BoW) representation has successfully been used for human action recognition from
videos. However, one limitation of the standard BoW is that it ignores spatial and temporal relationships
between the visual words. Although several approaches have been proposed to deal with this issue, we
propose an extension which is arguably simpler yet quite effective. The proposed representation, t-BoW,
captures only temporal relationships between pairs of words in an aggregated way by counting co-occur-
rences at several temporal differences. Unlike other approaches, neither spatial nor hierarchical informa-
tion is accounted for explicitly, and no significant change is required in the quantization or classification
procedures. Performance improvements over the traditional BoW and other BoW extensions are exper-
imentally observed in the KTH, the ADL, the Keck, and the HMDB51 action/gestures datasets.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Human action recognition from video has been one of the most
active research fields in computer vision for the last decade. The
main reason is its immediate application in surveillance, human–
machine interaction, elderly care, etc. Despite the progress made,
the problem is very challenging and, consequently, robust, effi-
cient, general and scalable solutions are elusive.

There are a lot of different approaches to deal with the goal of
automating the recognition of human actions, and surveys like
[1] provide useful taxonomies. Because of the sequential nature
of actions, Hidden Markov Models (HMMs) were initially explored
two decades ago for action or gesture recognition [59,40], with
many variants, improvements and alternative probabilistic graph-
ical models being proposed since then [15,30,32,33,53–55].

Nevertheless, the bag-of-words (BoW) model is one of the most
used approaches lately [23,6,8,4]. Despite its remarkable success,
the traditional BoW has some drawbacks. One of them is the heavy
computational demand of the clustering procedure (usually,
K-means) used to build the codebook. To address this issue, trade-
offs between accuracy and computational cost have been explored
[2]. Another possibility includes dimensionality reduction [46].

The first step for BoW usually consists of detecting spatio-tem-
poral interest (salient) points within the video spatio-temporal
volume. This may result in points belonging to noise or background
being detected, which somehow contaminates the representation.
One possibility to overcome this problem is being more selective
and filter unwanted points [11,47].

Our work addresses another well-known limitation of the con-
ventional BoW approach: only orderless occurrences of words are
counted, but no spatial or temporal information is considered.
However, it has been shown in the context of computer vision
problems [3,18] that including this kind of contextual constraints
to the BoW model usually leads to higher performance.

In the context of action recognition, the addition of spatio-
temporal constraints to the BoW (or other techniques) has also
been proposed. Wang et al. [52] provide contextual information
for an interest point by considering several spatio-temporal scales
and spatio-temporal distances among neighboring interest points.
In [29], probability maps capturing spatio-temporal relations
between features are studied. Niebles et al. [34] decompose an
action sequence into several temporal segments, so that an action
model includes information of segments of varying lengths, at
several temporal scales, and their temporal order. In [39], relation-
ships of visual words within different neighborhoods (cubic-
shaped ‘‘kernels’’) are first computed and then subject to another
clustering procedure. Ta et al. [45] concatenate in pairs the
(visual + geometric) descriptors of neighboring spatio-temporal
interest points, and build two codewords by considering the
appearance and geometric components of these pairs separately.
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Similarly, Bilinski and Bremond [7] concatenate pairs of visual
descriptors but the geometric information is kept implicit by dis-
tinguishing several levels of locality.

All these works report some performance improvement in some
dataset or scenario. Although some of them are quite general or
particularly useful for long-term activities, they include relatively
complex procedures. In this work an alternative technique is
explored which, unlike some of these approaches:

� includes only temporal co-occurrences between words; no spa-
tial distributions nor hierarchical or multiple neighborhoods are
explicitly accounted for;
� only counts of word pairs are considered; no distance measure

is used to account for either appearance or spatio-temporal sim-
ilarity between descriptors;
� is based on a single codebook (vocabulary); no additional quan-

tization is required in an additional or subsequent space; and
� the procedure within the standard BoW pipeline is altered min-

imally; in particular, no additional or alternative learning
schemes are required, and only histogram calculation is
modified.

The conventional BoW represents a video as the number of
occurrences of every visual word in a vocabulary. Thus, for a vocab-
ulary of K words, a video is represented as a histogram of K bins.
The proposed representation enriches the BoW by counting word
co-occurrences at several temporal differences. Therefore, if L tem-
poral differences are considered, a video would be represented
with a histogram of K � L bins, with K � L since K is usually in
the order of hundreds or thousands, whereas L is in the order of
tens. Despite its conceptual and computational simplicity, the
proposed algorithm exhibits good performance: as revealed
experimentally, it outperforms the classical BoW and even other
state-of-art extensions of BoW.

2. Methodology

Under the conventional BoW for action recognition, local spa-
tio-temporal interest points fp1; . . . ;pPg are first extracted from
an action video snippet, and then locally described, resulting in
their corresponding descriptors fd1; . . . ;dPg. These descriptors are
then clustered into K visual words fw1; . . . ;wKg and each word is
represented by the centroid of the corresponding cluster. These
centroids are used for building per video histograms of word
counts: each descriptor is assigned to the word of the nearest cen-
troid. We propose an extension of this BoW where this representa-
tion is enriched with pairwise word relationship. More specifically,
co-occurrences of pairs of words are considered for different tem-
poral differences within a temporal window. This allows the inclu-
sion of temporal information that is ignored in the traditional,
orderless BoW. We will refer to this approach as t-BoW, because
of its temporal information.

2.1. Spatio-temporal interest points detection and description

Spatio-temporal descriptors [6,4,52] have shown to be discrim-
inative enough to describe salient points in videos and recognize
human actions. The algorithm used in this work to extract the (sali-
ent) interest points (IPs) is the Harris3D detector, proposed by Lap-
tev and Lindeberg [23] as an extension of the Harris corner
detector [16]. Once the interest points are detected, each of them
is described by a Histogram of Oriented Gradients (HOG) plus an
Histogram of Optical Flow (HOF). The HOG is a 72-bin histogram
of local appearance, whereas the HOF is a 90-bin histogram

accounting for local motion. These are both concatenated into a
162-feature HOG-HOF descriptor, as proposed in [24].

2.2. Extending BoW with temporal information (t-BoW)

The proposed temporal extension consists of counting pairs of
co-occurring words at particular time separations. Let Hðwi; lÞ be
the histogram of word wi; i 2 f1; . . . ;Kg of the initial codebook
co-occurring with any other word at l 2 f1; . . . ; Lg time units before
or later. In this work we use the frame numbers as the time units,
but other time granularities would be possible. This amount of pos-
sible pairs can be expressed as

Hðwi; lÞ ¼
XN�l

r¼lþ1

XK

j¼1

hrðwiÞ � hrþlðwjÞ þ hr�lðwjÞ
� �

;

i 2 f1; . . . ;Kg; l 2 f1; . . . ; Lg; ð1Þ

where hrðwiÞ denotes the frequency of the word wi in the frame r,
and N is the number of frames in the video sequence. Expression
(1) quantifies the number of possible pairwise combinations
between a word wi in frame r and all possible words wj that appear
in a subsequent frame r þ l or in a preceding frame r � l in the video
sequence, and can be rewritten as

Hðwi; lÞ ¼
XN�l

r¼lþ1

hrðwiÞ � Sr;l; ð2Þ

with

Sr;l ¼
XK

j¼1

hrþlðwjÞ þ hr�lðwjÞ: ð3Þ

This alternative expression shows more explicitly the idea that
word counts at a given frame r are modulated by word counts at a
previous frame r � l or a subsequent frame r þ l. The procedure is
illustrated in Fig. 1 where it can be observed that t-BoW is not just
a weighted version of BoW; an histogram in t-BoW has L times
more bins than the regular BoW histogram, to account for the L
time differences considered.

Notice that the different word pairs combinations are not sepa-
rately kept, but this information is simply aggregated for different
time differences. Although the information on particular word
pairs co-occurrence is certainly lost, the proposed representation
has proven to be rich enough to improve action recognition perfor-
mance, while still being computationally affordable. The size of the
Hðwi; lÞ histograms is OðLKÞ, with L� K , whereas a quadratic cost,
OðK2Þ, would be required for a full bi-gram representation, or the
even bigger cost, OðLK2Þ, to account for all word pairs at all time
differences considered. Besides this computational benefit, the
temporal pair-wise word aggregation tends to estimate more
robustly the underlying distribution of the Hðwi; lÞ histograms
because a larger sample is used to calculate them. Additionally,
pair counts are computed both forwards (hrþlð�Þ) and backwards
(hr�lð�Þ). This leads to a symmetric direction-less representation
that might be arguably less discriminative, but contributes to a
smoother and less sparse representation than a naive bi-gram
choice.

Once the extended BoW histogram Hðwi; lÞ is computed for a
given video snippet, its conditional probability PðljwiÞ can be esti-
mated as

PðljwiÞ ¼
Hðwi; lÞPL
s¼1Hðwi; sÞ

; i 2 f1; . . . ;Kg; l 2 f1; . . . ; Lg:

This probability stands for the possibility that the word wi is
related with any other possible word at a temporal difference of l
frames within the video sequence. Thus, the feature vector (x) to
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