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a b s t r a c t

We study the problem of information recycling in Boosting cascade visual-object detectors. It is believed
that information obtained in the earlier stages of the cascade detector is also beneficial for the later
stages, and that a more efficient detector can be constructed by recycling the existing information. In this
work, we propose a biased selection strategy that promotes re-using existing information when selecting
weak classifiers or features in each Boosting iteration. The strategy used can be interpreted as introducing
a cardinality-based cost term to the Boosting loss function, and we solve the learning problem in a step-
wise manner, similar to the gradient-Boosting scheme. Our work provides an alternative to the popular
sparsity-inducing norms in solving such problems. Experimental results show that our method is supe-
rior to the existing methods.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Boosting cascade detector, since being advocated by Viola and
Jones (2004), has received a lot of research attention and is now
a standard technique in visual-object detection. Using the slid-
ing-window method for detection, the cascade detector brings
three benefits. First, since visual-object detection is a rare-event
detection problem with numerous negative windows but only a
few positive windows in a typical image, a practical detector
should have a very low false-positive rate and a decent recall rate.
The cascade detector solves this problem by connecting a number
of classifiers, also called stages. Each stage lets through almost all
of the positive windows, but filters out a considerable portion of
the negative windows. Second, the cascade detector can be very
computationally efficient, since most negative windows can be re-
jected in the first several stages without invoking the later stages.
The earlier stages of a cascade are usually very simple classifiers,
while the later stages are more powerful but also more costly.
Third, the large number of negative samples can be effectively
exploited for training, since a later stage is trained using those
samples accepted by the earlier stages. Viola and Jones (2004) also
used a Boosting method to train each stage. The Boosting method
(Friedman et al., 2000) manages to build a strong classifier by
selecting a few weak classifiers from a very large pool of weak
classifiers. By limiting each weak classifier to use a single feature,
the Boosting method performs feature selection, and therefore

improves the efficiency of the detector: Only those selected fea-
tures need to be extracted at detection time. The feature-selection
property of Boosting is well accepted in the field, as is illustrated in
Yin et al. (2005) and Frst et al. (2008), etc.

Although a later stage in a cascade detector is trained using only
those samples accepted by the earlier stages, those samples are not
accepted with equal confidence. For example, the previous stage is
trained until a threshold on the classifier’s score can be found to
achieve a 99.5% recall rate and a 50% false acceptance rate at the
same time, and a new training set is collected by drawing samples
from the true positives and false positives of this classifier. It can be
observed from Fig. 1 that, in evaluating the previous classifier on
this new dataset, the positive set has a much higher average score
than the negative set does. This fact, first observed in Xiao et al.
(2003), implies that the earlier stages contain some information
that could be beneficial for solving the learning problems of the la-
ter stages. Since this information is already extracted by the earlier
stages, it can be recycled at a very small extra cost when evaluating
the later stages. Hence, the complexity of the later stages can be re-
duced, thereby improving the detector’s overall efficiency. This fact
has been exploited in the Boosting chain (Xiao et al., 2003) and the
multi-exit cascade (Pham et al., 2008) by using the strong classifier
of the immediate previous stage as the first weak classifier in a
new, later stage. The nested cascade (Huang et al., 2004) also recy-
cles the previous strong classifier’s score by using it as the feature
for the first weak classifier in the new stage.

Recent advances interpret Boosting as a convex optimization
problem (Demiriz et al., 2002; Shen and Li, 2010), but one that
works with a semi-infinite number of features. In this formulation,
a weak classifier’s score is used as a feature, and a new feature
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space is spanned by the almost infinite number of possible weak
classifiers. The goal is to find a linear classifier in this feature space
to minimize an empirical loss function – for example, the hinge
loss for LPBoost (Demiriz et al., 2002), and the exponential loss
for AdaBoost (Shen and Li, 2010). The column-generation tech-
nique is employed to solve this semi-infinite programming prob-
lem, which divides a Boosting iteration into a feature-generation
phase where new weak classifiers are trained and selected, and a
problem-solving phase where the weights of the selected weak
classifiers are adjusted to optimize the loss function. These meth-
ods are also referred to as ‘‘totally-corrective Boosting methods’’,
since all the selected weak classifiers’ weights are updated in every
Boosting iteration. Therefore it is quite straightforward to re-use
the weak classifiers obtained in the earlier stages of a cascade
detector in a new stage, simply by optimizing their weights for
the new training data. A recent work (Wang et al., 2010) imple-
mented this idea and proved the efficacy of the method. Since
the weights of the recycled weak classifiers are adjusted according
to the new training data, fewer additional weak classifiers are
needed in the new stage than by directly recycling the strong clas-
sifier scores, resulting in a more efficient detector. In addition, L-1
regularization is performed on the weak classifiers’ weights such
that the solution is a sparse vector, i.e. not all of the previous weak
classifiers are actually used in the new stage.

In this work, we propose a step-wise method for recycling the
weak classifiers and the features. The intuition behind this idea is
very simple: In each iteration of the Boosting training process,
we choose to either add a new weak classifier or adjust the weight
of an existing weak classifier. A new weak classifier is introduced if
and only if it shows a significant advantage over re-using an exist-
ing weak classifier, i.e. our choice in the Boosting iteration is biased
towards the recyclable weak classifiers. This approach fits into the
step-wise gradient-Boosting framework and is easy to implement,
but the weights of all the selected weak classifiers can be adjusted
in a similar way to the totally-corrective Boosting. Compared to the
totally-corrective approach, the impact of our method is two-fold.
First, the newly introduced weak classifiers are less affected by the
recycled weak classifiers, since our approach interleaves the
new-weak-classifier steps and the recycling steps, rather than
introducing all previous weak classifiers at the beginning. Second,
our approach naturally selects a subset of the previous weak clas-
sifiers, without relying on sparsity-inducing L-1 regularization as
in the totally-corrective approach. Furthermore, the same idea is

employed to recycle features, i.e. training new weak classifiers
using features that have already been extracted. Recycling features
cannot be achieved using the totally-corrective approach, and
according to our knowledge, our proposed approach has not been
studied in any previous work. In practice, the cost of evaluating a
classifier is usually much lower than that of extracting a feature.
Therefore, it is reasonable to fully exploit the potential of a feature,
for example, by training a complex and more powerful classifier
using that feature, or by including several weak classifiers in the
Boosting strong classifier that share this feature. We have managed
to recycle features using the latter approach, simply by biasing our
selection of weak classifiers towards those using features that have
already been extracted. Our biased selection strategy can be
interpreted as optimizing a loss function with a cardinality regular-
ization term. Rather than introducing sparsity using L-1 regulariza-
tion, we directly penalize the number of unique weak classifiers or
features in the detector. The resulting problem is approximately
solved by our proposed step-wise approach.

The rest of this paper is organized as follows. In Section 2, we
review several related works. Then, in Section 3 we introduce our
algorithm, for recycling weak classifiers and features. Several inter-
esting properties of our algorithm will also be discussed. We then
experimentally prove the efficacy of our algorithm in Section 4.
Section 5 concludes the paper with discussions, and also indicates
our future work on this topic.

2. Related works

We take the most popular Boosting algorithm, the AdaBoost, as
an example. Given a large set of available weak classifiers F ¼ ffig,
the AdaBoost algorithm finds an optimal function FðxÞ to optimize
a loss functional LðFÞ. The function FðxÞ is represented by a linear
combination of a subset of the weak classifiers, and the loss func-
tional is approximated by the empirical loss on the training set,
such that the problem becomes:

min
F

LðFÞ ¼
XM

j¼1

expð�yjFðxjÞÞ

s:t: FðxÞ ¼
XN

i¼1

wifiðxÞ; fiðxÞ 2 F ;
ð1Þ

where fðxj; yjÞg; j ¼ 1; . . . M; is a given training set with M training
samples, each with a feature vector xj and a ground-truth label
yj 2 fþ1;�1g. The gradient-Boosting scheme solves this problem
using a step-wise approach. For example, the discrete AdaBoost as-
sumes that the weak classifiers are binary, i.e. fiðxjÞ 2 fþ1;�1g, and
at the nþ 1st Boosting iteration, with the given current strong clas-
sifier FnðxÞ ¼

Pn
i¼1wifiðxÞ, a new weak classifier fnþ1 is selected to

best approximate the functional gradient-descent direction. The
weight of the new weak classifier wnþ1 is also chosen to optimize
the loss function:

fnþ1 ¼ arg max
f
�f � @L

@F

� �
; wnþ1 ¼ arg min

w
LðF þwfnþ1Þ;

and
@L
@F
¼
XM

j¼1

� yj exp �yjF xj
� �� �

:

ð2Þ

Then, the strong classifier is updated by Fnþ1 ¼ Fn þwnþ1fnþ1. In
a Boosting cascade visual-object detector, each stage is such an
ensemble of weak classifiers. In an ordinary cascade, each stage
is trained starting from F0ðxÞ ¼ 0, and new weak classifiers are
added sequentially. To re-use the information from the previous
stage, the current stage can be trained starting from the previous
strong classifier’s score instead of starting from 0. Denote FtðxÞ as
the strong classifier for the tth stage, the strong classifier for the

Fig. 1. The distribution of the previous-stage strong classifier’s scores on the
training set for the new stage.
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