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a b s t r a c t

Previous studies on multiple instance learning (MIL) have shown that the MIL problem holds three char-
acteristics: positive instance clustering, bag structure and instance probabilistic influence to bag label. In
this paper, combined with the advantages of these three characteristics, we propose two simple yet effec-
tive MIL algorithms, CK_MIL and ck_MIL. We take three steps to convert MIL to a standard supervised
learning problem. In the first step, we perform K-means clustering algorithm on the positive and negative
sets separately to obtain the cluster centers, further use them to select the most positive instances in
bags. Next, we combine three distances, including the maximum, minimum and the average distances
from bag to cluster centers, as bag structure. For CK_MIL, we simply compose the positive instance
and bag structure to form a new vector as bag representation, then apply RBF kernel to measure bag sim-
ilarity, while for ck_MIL algorithm we construct a new kernel by introducing a probabilistic coefficient to
balance the influences between the positive instance similarity and bag structure similarity. As a result,
the MIL problem is converted to a standard supervised learning problem that can be solved directly by
SVM method. Experiments on MUSK and COREL image set have shown that our two algorithms perform
better than other key existing MIL algorithms on the drug prediction and image classification tasks.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

The multiple instance learning (MIL) is firstly introduced by
Dietterich et al. (1997) on classifying molecular pharmaceutical
ability according to its ‘‘musky’’ ability, where each molecular
(called a bag) suitable for drug design has multiple low-energy
shapes or conformations (instances). In the MIL problem, each
training example is a bag of instances. A bag is positive if it con-
tains at least one positive instance, and negative otherwise. In an-
other word, negative bags only contain negative instances, while
the positive bags contain both positive and negative instances.
Thus, the difficulty of MIL lies in its weak label problem arising
from positive bag, implying that the labels of instances in positive
bag are ambiguous.

Since MIL is suitable to represent many applications, it has
emerged in a variety of challenge learning tasks, such as drug activ-
ity prediction (Dietterich et al., 1997), image categorization (Chen
et al., 2006; Chen and Wang, 2004), image retrieval (Zhang et al.,
2002; Li et al., 2011), text categorization (Andrews et al., 2003; Set-
tles et al., 2008), computer security (Ruffo, 2000), face detection
(Viola et al., 2006; Zhang and Viola, 2008), pedestrian and car
detection (Fung et al., 2007), computer-aided medical diagnosis

(Fung et al., 2007), web recommendation (Zhou et al., 2005) etc.
In this paper, we focus on efficient MIL algorithm design with spe-
cial regard to drug activity prediction and image classification.

During the past decade, numerous of MIL algorithms have been
proposed, therefore it is difficult to list all existing MIL algorithms
here. We mainly focus on algorithms that are most related to our
work. The first MIL algorithm, Learning axis-parallel hyper-rectan-
gle concepts (APR), is proposed by Dietterich et al. (1997) in drug
design, tempting to find a hyper-rectangle in instance space con-
taining at least one instance within positive bags. Diverse Density
(DD) is presented in Maron and Lozano-Pérez (1998) as a general
framework for solving multiple instance learning problems. The
main idea of DD approach is to find a concept point in the feature
space that are close to at least one instance from every positive bag
and meanwhile far away from instances in negative bags. To make
DD optimization more efficient, Zhang and Goldman (2002) com-
bines DD method with Expectation–Maximization (EM) to speed
up the optimization process. In Wang and Zuker (2000), modifys
the k-nearest neighbor (KNN) algorithm to solve the MIL by adopt-
ing the modified Hausdorff distances.

Motived by the success of support vector machine (SVM), many
researchers have presented different methods to make SVM suit-
able for MIL problem. Among these methods, Andrews (Stuart
et al., 2003) reformulates the support vector machine (SVM) with
label and bag style constraints, and further propose two MIL
algorithms, mi-SVM and MI-SVM. Observing that the MIL can be
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treated as a special form of semi-supervised learning after training
bags rearrangement, Zhou and Xu (2007) packs all the instances to-
gether according to their bag labels, and puts forward the MissSVM
algorithm. Unlike (Zhou and Xu, 2007) that solve MIL through
modifying the SVM optimization constraints, some researchers at-
tempts to construct proper MIL kernels. For example, Gartner (Tho-
mas et al., 2002) computes the statistics of bags, and uses them to
construct MIL kernel. Inspired by the fact that the bag label prob-
abilistically depends on the instance label, Kwok and Cheung
(2007) computes the distances between multiple DD concepts
and bags as probability variable and proposes a marginal kernel.
Taking the similar idea, Wang et al. (2008) divides MIL applications
into drug and image models and further presents a PPMM kernel.
Considering the instances in same bag should not be independent
and identical distribution, Zhou et al. (2009) maps bags to an undi-
rected graphs and constructs two kernels, MIGraph and miGraph.
To generate a new space suitable for representing MIL bags, Chen
proposes two algorithms DD-SVM (Chen and Wang, 2004) and
MILES (Chen et al., 2006) to select the important instances either
by multiple DD concepts or 1-norm SVM.

Inspired by three existing MIL characteristics that we will diss-
cuss in the next section, in this paper, we present two novel MIL
algorithms, CK_MIL and ck_MIL, to fully utilize the advantages of
these three characteristics. We firstly employ k-means clustering
algorithm on positive and negative instance space to obtain the
clustering centers, which are further used to select the most posi-
tive instances in bags. Next, we compute the minimum, maximum
and average distances from bags to positive cluster centers as bag
structures. Finally, for the CK_MIL algorithm we combine the most
positive instance and bag structure together to represent the bag,
whose similarity is computed by using radial basis function (RBF)
kernel. For ck_MIL, we construct a multiple kernel by using a prob-
abilistic coefficient to balance positive instances and bag struc-
tures’ similarity. We summarize our contribution as follows.

� We adopt the K-means clustering algorithm to select the target
concept from the positive instance training set. In this way,
ambiguous problem of MIL is efficiently solved. Unlike the
APR (Dietterich et al., 1997) and DD (Maron and Lozano-Pérez,
1998) methods which are sensitive to noise, the CK_MIL and
ck_MIL algorithms easily select the most positive instances in
bags and have strong robustness for our method is modeled
on positive and negative instance space seperately.
� Note that the bag label mainly depends on the positive

instance’s appearance and the other instances in bag can
improve the prediction accuracy, in ck_MIL algorithm we intro-
duce a probabilistic coefficient to balance the influence of the
most positive instance and bag structure, which accurately rep-
resents the essence of MIL learning problem.
� Through analysis the relationship between ck_MIL and multiple

kernel learning, we propose a novel multiple kernel MIL algo-
rithm, which can be further used to different kernel classifica-
tion methods, such as SVM or Gaussian Processes.

The organization of this paper is as follows: Section 2 gives the
analysis of existing MIL algorithms we have mentioned in Section 1.
Section 3 introduces the CK_MIL and ck_MIL algorithms. Experi-
mental results and analysis are presented in Section 4. Section 5
contains our conclusion and future work.

2. Analyzing MIL algorithms

To understand the characteristics of MIL and help us to design a
more efficient MIL method, we will review and analyze the MIL
methods listed in Section 1. Let us firstly turn back to the two most

important MIL algorithms, APR (Dietterich et al., 1997) and DD
(Maron and Lozano-Pérez, 1998; Zhang and Goldman, 2002), and
find what they have in common. The key idea of APR is to begin
with a shrinking or expanding hyper-rectangle, and to represent
a region that contains at least one positive instance of each positive
bag. Unlike the APR method that locates a dense positive region by
a hyper-rectangle, DD method attempts to find the maximum DD
point whose ellipse region contains instances of positive bags,
while is far away from instances of negative bags. Noting the DD
method’s success, many researchers (Chen and Wang, 2004; Kwok
and Cheung, 2007) follow the similar idea and adopt the extension
of DD to solve MIL. It is not difficult to conclude that both APR and
DD imply positive instance cluster characteristic, because both of
them find a dense positive cluster region in instance space. The
MIL graph kernels, most recently proposed by Zhou et al. (2009),
attempt to acquire the special structure of bag, and utilize the sim-
ilarity of bag structures to solve MIL problem. The results of this
method on different data sets have proved that indeed there is
some potential identified structure in MIL bags. Both marginal ker-
nel (Kwok and Cheung, 2007) and PPMM kernel (Wang et al., 2008)
consider that the bag label is probabilistically influenced by in-
stance label. The difference between them is that the marginal ker-
nel introduces a coefficient for every instance of bag, while PPMM
directly classifies the MIL problem into two probability models,
drug mode and image mode. Now, through above analysis, it is
obvious that the MIL holds three characteristics: positive instance
clustering, bag structure and instance probabilistic influence to bag
label.

Motived by these three characteristics’ success in MIL problem,
the nature idea is to combine them together to find a more efficient
MIL method. Thus, we advocate here to integrate these three char-
acteristics into a MIL framework, and propose CK_MIL and ck_MIL
algorithms to solve MIL problem.

3. CK_MIL and ck_MIL algorithms

3.1. Overview of our method

To describe our method, we first introduce some notations. Let
T = {(B1,y1), (B2,y2), . . ., (BS,yS)} denote the training set consisting of
S bags including P positive and Q negative, where yi 2 f�1;þ1g is
the labels of positive and negative bag, and Bi ¼ fxi1; xi2; . . . ; xini

g
is a collection of ni instances, each instance xij 2 Rd is a d-dimen-
sional feature vector. The objective of MIL is to learn a classification
function that can accurately predict the label of any unseen bag.
For the sake of convenience, we line up all the instances in every
positive training bag together, and re-index them as
Tþ ¼ fxiji ¼ 1;2 . . . ; rþg. Here rþ ¼

PP
i¼1jBij is the total number of

instances within positive training bags. Taking the similar way, an-
other set T� ¼ fxiji ¼ 1;2 . . . ; r�g is obtained, where r� ¼

PPþQ
i¼Pþ1jBij

is the total number of instances within negative training bags.
It is well known that the traditional kernel function, such as

RBF, can only handle singleton sample similarity problem, which
makes it can’t be applied directly to MIL problem for the MIL bag
is a set not a singleton example. However, if we convert MIL bag
to a fix-length vector, the bag similarity can be transformed to
one-to-one similarity problem, and the traditional kernel function
can be used. Along this idea, our MIL solution is to find a bag map-
ping function KðBi;Bj; pÞ ¼ fðxi1; xpj1Þ; . . . ðxik; xpjkÞg, where p maps
the bag Bi, Bj to a same dimension space and make their similarity
be a one-to-one similarity problem. Here the Bi and Bj represent
two different bags and xi1,xpj1 are one-to-one similarity matching
instances in these two bags.

We use Fig. 1 to illustrate our one-to-one MIL matching idea,
where the task is to classify the horse and non-horse images. If
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