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a b s t r a c t

Automatic understanding and recognition of human shopping behavior has many potential applications,
attracting an increasing interest in the marketing domain. The reliability and performance of the auto-
matic recognition system is highly influenced by the adopted theoretical model of behavior. In this work,
we address the analogy between human shopping behavior and a natural language. The adopted meth-
odology associates low-level information extracted from video data with semantic information using the
proposed behavior language model. Our contribution on the action recognition level consists of proposing
a new feature set which fuses Histograms of Optical Flow (HOF) with directional features. On the behav-
ior level we propose combining smoothed bi-grams with the maximum dependency in a chain of condi-
tional probabilities. The experiments are performed on both laboratory and real-life datasets. The
introduced behavior language model achieves an accuracy of 87% on the laboratory data and 76% on
the real-life dataset, an improvement of 11% and 8% respectively over the baseline model, by incorporat-
ing semantic knowledge and capturing correlations between the basic actions.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

Creating machines that can understand human behavior has
been a goal of Artificial Intelligence (AI) since its beginning. How-
ever, even today’s most successful algorithms and systems have
only a partial knowledge of the meaning of a person’s behavior. Ad-
vances in technology have known a tremendous progress in the
past years, enabling tracking, motion detection, action recognition,
and to some extent behavior understanding (Candamo et al., 2010).
The area of application domains to which awareness of the users’
behavior could contribute, ranges from affective computing, gam-
ing industry, surveillance, to elderly care or marketing. In the mar-
keting domain it is of great interest to build a satisfactory relation
with the customer, by assessing his/her emotional state (Tsai and
Huang, 2002) and intentions. The shopping experience could be
enhanced by facilitating easy access to the products for which
the customer shows interest or by offering timely assistance when-
ever a customer needs help in finding or selecting a product. Fur-
thermore, understanding customers’ behavior has many other
advantages, such as gathering statistics regarding shoppers’ prefer-
ences in terms of products, moments of the day to visit the shop, or
areas in the shop, which could lead to an optimized marketing

strategy both for the company and the customers (Karolefski,
2012). Automatic recognition and assessment of human shopping
behavior is definitely preferred over the traditional methods repre-
sented by questionnaires, interviews, or human observations. Still
this task is a challenging one and needs to be modeled accordingly.

Therefore, we need first to introduce the adopted terminology
for human behavior, which was inspired from Candamo et al.
(2010). In this paper, the authors define human behavior as a com-
position of multiple events, where an event represents a single spa-
tio-temporal entity which cannot be further decomposed (e.g. a
person standing or walking). Given that we aim at placing human
behavior in a specific context, namely shopping environment, we
continue by identifying the relevant types of interactions. Human
shopping behavior can be subdivided in several groups depending
on the type of interaction and the number of involved participants:
(1) single person or no interaction; (2) person–products interac-
tions; (3) person–shopping basket/cart interactions; (4) person–
location interactions; (5) multiple–person interactions.

We propose in this paper a representation of the shopping
behavior analogous to a language processing model (Chatera and
Manning, 2006). We mention that we use probabilistic language
processing in the same manner as in speech recognition or infor-
mation retrieval, where the probability of a sequence of words is
computed based on the statistics of words frequencies in a corpora
of real language (Hiemstra and de Jong, 1999). Following a
top-down approach, behavior can be decomposed into activities,
activities into basic actions, and finally basic actions into human
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postures. In the same manner, spoken language is composed of
sentences, sentences are formed of words and words at their turn
can be split into phonemes. Still it is well known that not every
combination of phonemes forms a word (e.g. ‘‘ghklf’’) and that
some sequences are more likely than others. Furthermore, regard-
ing words, not any combination of words makes sense and can
form a sentence (e.g. ‘‘man world try give home’’). Similar rules ap-
ply also for sequences of basic actions, some combinations being
very improbable to happen (e.g. ‘‘pick an item, take it off, check
how it looks on you’’), while others are very likely because they
are performed in a meaningful order (‘‘pick an item, check its char-
acteristics, try it on, check how it looks in the mirror, and take it
off’’). The proposed analogy refers both to the hierarchical compo-
sition of behavior/language and to their structure which follows
certain rules. Human behavior can be expressed according to a
grammar, which sets rules to the basic actions order from a seman-
tic point of view. Chomsky (1955, 1957) introduced in his theory
about transformational grammar, claiming that sequences of
words have a syntax characterized by a formal grammar, in partic-
ular a context free grammar extended with transformation rules. A
string of basic symbols (letters from an alphabet) is considered as
grammatically correct if it is composed from basic symbols using
composition rules, or from the other side can be decomposed into
basic symbols using decomposition rules. His theory was in line
with the AI view around that time favouring a rule based approach.
According to Chomsky, probabilistic models give no insight in the
basic problems of syntactic structure. We agree with that, but in
our work we use a computational approach, inspired by the work
of Jelinek (1976) in the area of speech recognition. We apply statis-
tical models for the recognition of shopping behavior. Given a vi-
deo sequence we compute the probabilities of basic shopping
actions represented in that interval. Next, we use HMMs to com-
pute the most probable sequence of basic shopping actions. The
recognition of the behavior pattern is improved by applying a lan-
guage model, which computes based on statistics the most likely
sequence of basic shopping actions from a semantic point of view.
Furthermore, in speech recognition, context plays an important
role, contributing to the overall recognition accuracy (Kimberly
et al., 2008). Visual scene understanding and human behavior rec-
ognition is also affected by contextual knowledge and could benefit
a lot from this type of information.

Therefore, we propose in this paper an approach towards
shopping behavior modeling inspired from a probabilistic language
processing model, which combines in an efficient manner the
characteristics of the vision model with semantic information as
depicted in Fig. 1. In speech recognition systems, a language model
is used to complement the results of the acoustic model which
models the relation between words (or parts of words called pho-
nemes) and the acoustic signal.

The proposed approach is a bottom-up one, consisting of recog-
nizing basic actions related to shopping on the low-level, detecting
sequences of basic actions on the intermediary level which are
translated into activities, and finally recognizing different types
of shopping behavior as combinations of activities, on the
high-semantic level. Previously, we investigated different methods
towards basic action recognition (Popa et al., 2011a,b), while the
focus of this work is on shopping behavior modeling. The outline
of the paper is as follows. In Section 2 we give an overview of re-
lated work. Next, we provide in Section 3 the theoretical founda-
tions of the proposed shopping behavior model. We introduce in
Section 4 the behavior recognition model, consisting of the feature
extraction methods and classification technique. Next, we provide
a description of the used datasets and the experimental results in
Section 5. Finally, we formulate our conclusions and give directions
for future work.

2. Related work

Automatic analysis of human behavior has been attracting a lot
of attention lately due to its potential applications in a variety of
domains and posed scientific challenges. To achieve such a chal-
lenging task, several research fields focus on modeling human
behavior and several methods for modeling behavior have been
investigated. Probabilistic graphical models represent one possible
alternative due to their properties, such as the ability to capture
uncertainty and of generalising to complex activities. Common
graphical models for interpreting behavior include static (Intille
and Bobick, 1999) and dynamic Bayesian networks (Du et al.,
2006), latent Dirichlet allocation model (Mehran et al., 2009), con-
text free-grammars (Brand, 1996), and stochastic context-free
grammars (Ivanov and Bobick, 2000). Besides probabilistic graphi-
cal models, there are also rule-based methods (Tran and Davis,

Fig. 1. Analogy between behavior recognition and speech recognition.

1880 M.C. Popa et al. / Pattern Recognition Letters 34 (2013) 1879–1889



Download English Version:

https://daneshyari.com/en/article/535553

Download Persian Version:

https://daneshyari.com/article/535553

Daneshyari.com

https://daneshyari.com/en/article/535553
https://daneshyari.com/article/535553
https://daneshyari.com

