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a b s t r a c t 

Multiple Classifier Systems (MCSs) have been widely used in the area of pattern recognition due to the 

difficult task that is to find a single classifier that has a good performance on a great variety of problems. 

Studies have shown that MCSs generate a large quantity of classifiers and that those classifiers have 

redundancy between each other. Various methods proposed to decrease the number of classifiers without 

worsening the performance of the ensemble succeeded when using diversity to drive the pruning process. 

In this work we propose a pruning method that combines different pairwise diversity matrices through a 

genetic algorithm. The combined diversity matrix is then used to group similar classifiers, i.e., those with 

low diversity, that should not belong to the same ensemble. In order to generate candidate ensembles, 

we transform the combined diversity matrix into one or more graphs and then apply a graph coloring 

method. The proposed method was assessed on 21 datasets from the UCI Machine Learning Repository 

and its results were compared with five state-of-the-art techniques in ensemble pruning. Results have 

shown that the proposed pruning method obtains smaller ensembles than the state-of-the-art techniques 

while improving the recognition rates. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Ensemble methods began gathering attention of the pattern 

recognition community after Wolpert’s no free lunch theorem [1] 

stated that given enough problems and two classifiers, the number 

of problems in which a classifier outperforms the other is roughly 

equal. This means that searching for a single classifier model that 

had good performance at a wide array of problems is unproductive. 

Multiple classifier systems, another name for ensembles of classi- 

fiers, avoid the problem stated by Wolpert by combining the out- 

put of various classifiers. The combination softens the differences 

between problems in which the classifiers of the ensemble have 

different performances. Besides this softening effect ensembles use 

weaker classifiers which are easier to train. 

The main problem with ensemble methods, such as Bagging or 

AdaBoost, is that the final ensemble has a large number of classi- 

fiers. In the late 1990s it had been shown that some of the clas- 

sifiers in the ensemble could be removed without impairing the 

ensembles ability to generalize [2,3] . These findings led to more 

research being done on the area of ensemble pruning since search- 
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ing exhaustively for the best subset of an ensemble can become 

intractable for relatively small ensemble sizes. 

The seminal work in this field was published by Margineantu 

and Dietterich [3] where the authors compared five different prun- 

ing algorithms on ten datasets and concluded that in most of the 

experiments the ensemble of decision trees produced by AdaBoost 

could be pruned substantially with no considerable impacts of the 

performance. Tamon and Xiang [4] proposed an improvement to 

one of the methods described by Margineantu and Dietterich [3] , 

the Kappa pruning, and also addressed the boosting pruning prob- 

lem from a theoretical perspective. 

Zhou et al. [5] introduced the GASEN (Genetic Algorithm based 

Selective ENsemble) method, which selects the classifiers to con- 

stitute an ensemble according to some evolved weights that could 

characterize the fitness of including the classifiers in the ensem- 

ble. In their empirical study they used neural networks as classi- 

fiers, genetic algorithms, and 20 different datasets. They show that 

the pruned ensemble generated by the GASEN method was able to 

outperform the popular ensemble approaches such as Bagging and 

Boosting. Other examples of methods using global search to prune 

the ensembles can be found in [6,7] . 

A different approach, based on a greed local search, was pro- 

posed by Martínez-Muñoz and Suárez [8,9] , Martínez-Muñoz et al. 

[10] . In these works they explored the idea that the order in 

which classifiers are aggregated in ensemble methods can be an 
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important tool to prune ensembles. Their algorithm is based on 

ordering the predictors in the ensemble according to a number of 

rules that exploit the complementariness of the individual classi- 

fiers. Experiments on several UCI repository datasets show that or- 

dered ensembles produced a generalization error lower than the 

full ensembles created by Bagging. 

An issue not to be neglected when building ensembles of clas- 

sifiers is the diversity, which is the underpinning to successful 

deployment of classifiers ensemble. Empirical results have shown 

that there exists positive correlation between performance of the 

ensemble and diversity among the base classifiers [11,12] . On the 

other hand, the usefulness of diversity measures to build ensem- 

bles of classifiers is questioned by some authors. Kuncheva and 

Whitaker [13] performed a considerable amount of experiments 

but could not find a definitive connection between the diversity 

measures and the improvement of the ensemble accuracy. In other 

words, designing diverse classifiers is important but the problem 

of measuring this diversity and so using it effectively for building 

better ensembles is still an open problem. Ko et al. [14] investi- 

gated 10 diversity measures into a pairwise fusion matrix transfor- 

mation to combine classifiers and concluded that the use of diver- 

sity might slightly improve the methods for classifier combination 

in some problems, but the effect is not significant. Tang et al. [15] 

evaluated six different measures of diversity and concluded that 

none of them is suitable for the task of building ensemble of clas- 

sifiers. According to the authors, if one exploits diversity measures 

as criteria to select the base classifiers, then the diversity measure 

is required to be precise, since the choice of diversity measure will 

directly influence the final ensemble and subsequently the classifi- 

cation result. 

As one may notice, understanding how diversity can be used to 

build ensembles remains an open problem. In spite of that, the lit- 

erature shows us several cases where the diversity has been suc- 

cessfully applied to build ensembles of classifiers. Tsymbal et al. 

[16] point out the importance of the diversity measures during the 

search problem for ensemble feature selection. Oliveira et al. [17] 

show that diversity is quite useful to build ensembles of classi- 

fiers through feature selection since it helps preventing overfitting 

during the search. Li et al. [18] presented a theoretical study on 

the effect of diversity in voting. They concluded that by enforc- 

ing large diversity, the hypothesis space complexity of voting can 

be reduced, and then better generalization performance can be ex- 

pected. These findings were used to build a method called DREP 

(Diversity Regularized Ensemble Pruning) which explicitly exploit 

diversity regularization. Experimental results show that with the 

help of diversity regularization, DREP is able to achieve signifi- 

cantly better generalization performance with smaller ensemble 

size than the compared methods. 

Motivated by the success of Li et al. [18] and also by the find- 

ings of Kuncheva [19] , which suggests that a single measure of di- 

versity might not be accurate enough to capture all the relevant 

diversities in the ensemble, in this study we argue that the combi- 

nation of several diversity measures can be an useful tool to prune 

an ensemble of classifiers. To support this idea, we propose an 

ensemble pruning method where the undermining concept is the 

combination of different pairwise diversity matrices. The weights 

of this combination are provided by a genetic algorithm. From the 

combined diversity matrix we are able to group similar classifiers, 

i.e., those with low diversity, that should not belong to the same 

ensemble. In order to generate the candidate ensembles, we trans- 

form the combined diversity matrix into one or more graphs and 

then apply a graph coloring method. The fitness of the genetic al- 

gorithm is provided by the ensemble that minimizes the error on 

a validation set. 

Through a set of comprehensive experiments on 21 datasets of 

the UCI repository we show that the proposed method is able to 

Table 1 

Contingency table for two classifiers d i and d j . 

d i = + d i = −

d j = + a c 

d j = − b d 

considerably reduce the original size of the ensemble while im- 

proving the recognition rates. The results reached by our method 

compare favorably to other published methods. 

The rest of this article is organized as follows: Section 2 reviews 

the diversity measures used in this work; Section 3 describes the 

proposed method for pruning a pool of classifiers; Section 4 re- 

views the methodology and experiments run to validate the pro- 

posed method; Section 5 lists the conclusions that can be taken 

from the experiments. 

2. Diversity measures 

There is not a widely accepted definition of diversity be- 

tween classifiers. For that reason there are many definitions used 

throughout the literature. In the proposed method five pairwise di- 

versity measures are combined to reach a broader definition of di- 

versity. This section describes these five measures and how to cal- 

culate them. 

The diversity measures are calculated using a contingency ta- 

ble [20] that summarizes the behavior of two classifiers d i and d j 
across a dataset. Table 1 shows an example of a contingency table. 

The values on the table have the following meaning: a is the num- 

ber of examples in the dataset correctly classified by both d i and 

d j ; b is the number of examples correctly classified by d i and in- 

correctly classified by d j ; c is the number of examples incorrectly 

classified by d i and correctly classified by d j ; and d is the number 

of examples incorrectly classified by both classifiers. 

Disagreement is the proportion of examples differently classi- 

fied by d i and d j . Its value is calculated by Eq. (1) , where m = 

a + b + c + d. Its value ranges from 0 to 1, with higher values in- 

dicating more diversity. 

dis i j = 

b + c 

m 

(1) 

The Q-statistic is defined by Eq. (2) . Q ij ranges from −1 to 1, 

where 0 means the two classifiers are independent, 1 both classi- 

fiers make similar predictions, and −1 the classifiers make differ- 

ent predictions. 

Q i j = 

ad − bc 

ad + bc 
(2) 

The Correlation Coefficient of two classifiers is calculated by 

Eq. (3) and the meaning of its value is similar to that of the Q- 

statistic. 

ρi j = 

ad − bc √ 

(a + b)(a + c)(c + d)(b + d) 
(3) 

The Kappa-statistic is widely used in statistics and was used 

to analyze the diversity between classifiers for the first time by 

Margineantu and Dietterich [3] . κp ( Eq. (4) ) is equal to 1 if the 

classifiers completely agree, 0 if they randomly agree, and less than 

0 is a rare case that happens when they agree less than what is 

expected by chance. 

κp = 

�1 − �2 

1 − �2 

(4) 

where 

�1 = 

a + d 

m 

, (5) 
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