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a b s t r a c t 

The goal of this paper is to model the coverbal behavior of a subject involved in face-to-face social inter- 

actions. For this end, we present a multimodal behavioral model based on a dynamic Bayesian network 

(DBN). The model was inferred from multimodal data of interacting dyads in a specific scenario designed 

to foster mutual attention and multimodal deixis of objects and places in a collaborative task. The chal- 

lenge for this behavioral model is to generate coverbal actions (gaze, hand gestures) for the subject given 

his verbal productions, the current phase of the interaction and the perceived actions of the partner. In 

our work, the structure of the DBN was learned from data, which revealed an interesting causality graph 

describing precisely how verbal and coverbal human behaviors are coordinated during the studied in- 

teractions. Using this structure, DBN exhibits better performances compared to classical baseline models 

such as hidden Markov models (HMMs) and hidden semi-Markov models (HSMMs). We outperform the 

baseline in both measures of performance, i.e. interaction unit recognition and behavior generation. DBN 

also reproduces more faithfully the coordination patterns between modalities observed in ground truth 

compared to the baseline models. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Face-to-face communication is considered as one of the most 

basic and classic forms of communication in our daily life [29] . Its 

apparent simplicity and intuitive use conceals a complex and so- 

phisticated bidirectional multimodal phenomenon in which part- 

ners continually convey, perceive, interpret and react to the other 

person’s verbal and co-verbal signals and displays [33] . Studies on 

human behavior have confirmed for instance that co-verbal cues 

– such as body posture, arm/hand gestures, head movement, fa- 

cial expressions, and eye gaze – strongly participate in the en- 

coding and decoding of linguistic, paralinguistic and non-linguistic 

information. Several researchers have notably claimed that these 

cues are largely involved in maintaining mutual attention and so- 

cial glue [16] . 

Human interactions are paced by multi-level perception-action 

loops [1] . Thus, a multimodal behavioral model should be able 

to orchestrate this complex closed-loop system. In particular, the 

model is facing the complex task of predicting multimodal behav- 
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ior given a scene analysis while monitoring the intended goals of 

the conversation. Our challenge in this paper is to build statisti- 

cal multimodal behavioral models that are trained by exemplars 

of successful human–human (H/H) interactions i.e. that map per- 

ception to action. The end goal of this research is to build user- 

aware social robots that are able to engage efficient and believ- 

able face-to-face conversations with human partners. In this work, 

this problem is solved in a data driven way through a dynamic 

Bayesian network (DBN) whose graphical structure and its param- 

eters are learned from observed training data. We will show that 

automatically learning the model’s structure as well as parameters 

leads to faithful predictions of multimodal scores that reproduce 

how humans coordinate their own modalities (intra) and between 

each other (inter). 

The paper is organized as follows: the next section briefly re- 

views the state-of-the art of multimodal behavior analysis and 

modeling. In Section 3 , we present our face-to-face interaction 

scenario, the experimental setting and the collected signals. In 

Section 4 , the DBN model is presented and the structure of 

intra-frame and inter-frame dependencies is discussed. Two other 

models (HMMs/HSMMs) are used as baselines. In Section 5 , 

comparative performances of these models are given and dis- 

cussed. We show that the DBN model outperforms the other 

http://dx.doi.org/10.1016/j.patrec.2016.02.005 

0167-8655/© 2016 Elsevier B.V. All rights reserved. 

http://dx.doi.org/10.1016/j.patrec.2016.02.005
http://www.ScienceDirect.com
http://www.elsevier.com/locate/patrec
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patrec.2016.02.005&domain=pdf
mailto:alaeddine.mihoub@gmail.com
http://dx.doi.org/10.1016/j.patrec.2016.02.005


A. Mihoub et al. / Pattern Recognition Letters 74 (2016) 82–89 83 

statistical models both in terms of performance and reproduction 

of coordination patterns. 

2. Related work 

This research is a part of the general field of social signal pro- 

cessing (SSP) [36] , a new emerging domain spanning research not 

only in signal and image processing but also in social and human 

science. In recent years, it is becoming an attractive research area 

and there is an increasing awareness about its technological and 

scientific challenges. SSP essentially deals with the analysis and 

synthesis of multimodal behavior in social interactions. 

One of the goals of SSP is automatic conversation and scene 

analysis [10] . The challenge is here to retrieve high-level infor- 

mation such as cognitive activities (e.g. addressing, turn taking, 

backchannel), social emotions (e.g. happiness, anger, fear), social 

relations (e.g. roles) as well as social attitudes (e.g. degree of en- 

gagement or interest, dominance, personality) [36] from the ex- 

changed signals. Several computational models have been pro- 

posed to cope with these problems. Pentland et al. [31] have 

characterized face-to-face conversations using wearable sensors. 

They have built a computational model based on coupled hidden 

Markov models (CHMMs) to describe interactions between two 

people and characterize their dynamics in order to estimate the 

success of the intended goals. Otsuka et al. [30] proposed a dy- 

namic Bayesian network (DBN) to estimate addressing and turn 

taking (“who responds to whom and when?”). The DBN frame- 

work is composed of three layers. The first one perceives speech 

and head gestures, the second layer estimates gaze patterns while 

the third one estimates conversation regimes. The objective of Ot- 

suka and colleagues is to evaluate the interaction between regimes 

and behaviors during multi-party conversations. For social affect 

detection, Petridis and Pantic [32] presented an audiovisual ap- 

proach to distinguish laughter from speech and showed that this 

approach outperforms the unimodal ones. The model uses a com- 

bination of AdaBoost and Neural Networks, where AdaBoost is used 

as a feature selector rather than a classifier. The model achieved a 

86.9% recall rate with 76.7% precision. A decision tree is used in 

[2] for automatic role detection in multiparty conversations. Based 

mostly on acoustic features, the classifier assigns roles to each par- 

ticipant including effective participator, presenter, current informa- 

tion provider, and information consumer. In [13] , support vectors 

machines (SVM) have been used to rate each person’s dominance 

in multiparty interactions. The results showed that, while audio 

modality remains the most relevant, visual cues contribute in im- 

proving the discriminative power of the classifier. More complete 

reviews on models and issues related to nonverbal analysis of so- 

cial interaction can be found in [ 10,36 ]. 

The second scope of SSP is the generation of relevant social be- 

havior. The behavioral models should here predict the most ap- 

propriate sequence of multimodal signals for conveying given lin- 

guistic, paralinguistic or non-linguistic information. One possible 

application is to integrate these models into social agents [14] to 

make them capable of displaying social actions, social emotions 

and social attitudes via an appropriate animation of their artifi- 

cial bodies. Several models have proposed to model and synthe- 

size human behavior. We here focus on data-driven approaches, 

which automatically infer the behavioral models from data us- 

ing machine learning techniques. For instance, Morency et al. [26] 

showed how sequential probabilistic models, i.e. HMMs (hidden 

Markov models) and CRFs (conditional random fields) can directly 

estimate listener backchannels from a dataset of human-to-human 

interactions using multimodal output features of the speaker, in 

particular spoken words, prosody and eye gaze. They notably ad- 

dressed the problem of automatically selecting relevant features 

and their optimal representation for probabilistic models. Lee and 

Marsella [17] also opted for a probabilistic approach to predict 

speaker head nods and eyebrow movements for a virtual agent 

application. The authors explored different feature sets (syntac- 

tic features, dialog acts, paralinguistic features, etc.) and differ- 

ent learning algorithms, namely HMM, CRF and latent-dynamic 

CRF (LDCRF). Quantitative evaluation showed that the LDCRF mod- 

els achieved the best performance, underlying the importance of 

learning the dynamics between different gesture classes and the 

orchestration of the gestures. In our previous work [24] , we pro- 

posed statistical models that, for a given interaction scenario (i.e. 

a sentence-repeating game), estimate the cognitive state of a sub- 

ject – given his verbal activity and the multimodal behavior of his 

interlocutor – and then generate his gaze. We showed that sequen- 

tial models (HMMs) are better than frame-based classifiers (SVMs 

and decision trees) in both tasks. Moreover, Huang and Mutlu [12] 

used dynamic Bayesian networks (DBNs) to model the coordina- 

tion of speech, gaze, and gesture behaviors in narration. Given in- 

put speech features, the most probable coverbal behavior – ges- 

ture type and gaze target – were computed. The evaluation of 

their model shows that this learning-based approach achieves sim- 

ilar performance compared to conventional rule-based approaches 

while reducing the effort involved in identifying hidden behavioral 

patterns. More generally, these learning approaches frequently use 

probabilistic graphical models because of their capacity to capture 

subtle covariations between modalities and coordination between 

multimodal events that often escape to human expertise. Other 

interesting properties of statistical models include their ability in 

discovering and exploiting hidden states and latent variables that 

are not directly observed. That is why, in this work, the proposed 

behavioral models are data-driven and confronted to multimodal 

observation spaces. 

In the next section we describe the scenario we designed to 

collect multimodal data of H/H face-to-face social interactions. This 

data is then used to train and compare statistical models of joint 

behaviors. 

3. Face-to-face interaction 

3.1. Scenario 

The objective of the proposed face-to-face interaction is to col- 

lect multimodal behaviors observed in a collaborative task called 

“put that there” [4] involving an instructor and a manipulator. This 

task – simple as it can appear at first sight – is a very interest- 

ing benchmark for studying and learning human strategies used 

to maintain mutual attention and coordinate multimodal deixis to- 

wards objects and locations. 

More concretely, the task consists in reproducing a particular 

arrangement of cubes. Each game involves an instructor and a ma- 

nipulator, the latter following orders of the former. The objective of 

the statistical model is to learn and reproduce the instructor’s be- 

haviors. The long-term goal is to transfer this model to a humanoid 

robot that will instruct a human manipulator. Credible scenarios 

where the HRI leads robots to instruct human partners are not so 

uncommon: robots may serve as coaches for physical or mental 

training [8,11] or rehabilitation, education [5,9] as well as instruc- 

tors for gaming or shopping recommendation [34] . 

In our scenario, the instructor has to reproduce a target ar- 

rangement of cubes with the help of the manipulator who is the 

only agent allowed to touch and move the cubes. Conversely, the 

target arrangement is only known to the instructor. The instructor 

and the manipulator must therefore cooperate (i.e. share knowl- 

edge and coordinate their sensory–motor capabilities) to perform 

this collaborative task. The game involves 16 cubes. Each cube is 

marked by a colored symbol drawn on its upper side, i.e. a unique 

combination of one symbol (square, cross, circle and dot) and one 
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