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a b s t r a c t

Active learning is an important class of machine learning where labels are queried when necessary. Most

active learning algorithms need to iteratively retrain the classifier when new labeled data are obtained. Such

a batch learning process can incur a high overhead in both time and memory. In this paper, we propose a

new online active learning algorithm for binary classification. Our algorithm uses the margin-based criterion,

which compares the margin of instances with a threshold to decide whether it should be queried. Especially,

we propose Iteratively Decreased Threshold (IDT), a new threshold update method for the margin-based cri-

terion. By iteratively decreasing the threshold with IDT, our algorithm can effectively reduce the number of

queried instances. In addition, as evaluating the margin-based criterion involves only simple inner produc-

tions, our algorithm is also very efficient to evaluate. We compare our algorithm with other state-of-the-art

online active learning algorithms on six data sets, demonstrating that it requires less queries to achieve the

same classification accuracy, and incurs a smaller computation overhead at the same time.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In traditional supervised learning, all instances should be an-

notated in prior to training, and the classifier is not allowed to

query new annotated data points. Such a passive learning approach

has the limitation that it is difficult to annotate a large data set.

Active learning, on the other hand, allows the learner to dynamically

query valuable data points (instances) for annotation, and iteratively

refine the classifier. Many theoretical results suggest that active

learning can effectively reduce the number of annotated instances

[2,11,12,23]. In addition, many studies have also empirically verified

the advantage of active learning over passive learning [1,13–15,20].

However, most batch algorithms used in active learning are

computationally expensive. The reason is that in every iteration, the

classifier needs to be retrained to calculate the next query. In many

situations, the data set is very big, while the computation resource is

limited. For example, it is expensive to implement an OCR system on

a small mobile device with batch algorithms.

Due to the low complexity in both computation and memory of

online learning, it has been used to make active learning more effi-

cient [15]. Online learning can date back to about 50 years ago, when

algorithms like perceptron [17] and stochastic gradient descent (SGD)

[22] were proposed. In online learning, updating the classifier only
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requires the latest instance and O(d) simple arithmetic operations,

where d is the dimension of instance. One can refer to [19] for com-

prehensive review of online learning.

Generally, there are two steps in online active learning. The first

step defines a selection (or sampling) criterion which measures the

usefulness of instances, and based on this criterion selects the most

informative instance to label. In the second step, the classifier is up-

dated based on the newly added instances and labels. In this paper,

we focus on the binary classification problem, where instances are

supposed to be classified into two categories. We assume that the

classifier is linear and is of the form w�x + b, where the sign catego-

rizes an instance. Without loss of generality, we assume b = 0, which

can be easily achieved by normalizing the data at the origin. We think

it is reasonable to restrict the classifier to be linear, since any data set

can be linearly separable if we map them to a higher dimensional fea-

ture space. Even in the nonlinearly separable case, linear classifier is

a feasible choice.

As noted above, selection criterion is a critical component for ac-

tive learning. There are many existing criterions proposed for active

binary classification, e.g., uncertainty sampling [2], query by commit-

tee [11], expected error reduction [9]. However, many of these are fit

for batch learning.

In this paper, we first propose Iteratively Decreased Threshold (IDT),

a new threshold update method for margin-based selection criterion

used in active learning. Then, we combine this criterion with the

classical SGD updating rule to propose a new online active learning

algorithm, simply named IDT+SGD. In our IDT+SGD algorithm, when

there is a new instance, the margin of the instance is calculated. If
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the margin is smaller than a given threshold, the instance will be

selected; otherwise the instance is discarded without consideration.

For selected instances, IDT+SGD queries their labels and uses SGD

to update the classifier. At the end of each iteration, the threshold is

updated based on the estimation of current classification error. Since

evaluating the IDT margin-based criterion only involves simple inner

productions, IDT+SGD is quite efficient to implement.

We experiment with six benchmark data sets, and find that com-

pared with other online active learning algorithms, IDT+SGD achieves

either better or comparable classification performance, depending

on which data sets are used. Experimental results also show that

IDT+SGD has a lower computation overhead compared with many

other online active learning algorithms that depend on matrix inverse

operations [6,7,10].

The remainder of the paper is organized as follows. In Section 2 we

review some online binary active learning algorithms. Then, we pro-

pose our margin-based online active learning algorithm in Section 3.

We empirically verify the effectiveness of our algorithm, and evaluate

its computation time in Section 4. Finally, we conclude in Section 5.

2. Related work

Online active binary classification involves several steps t =
1, 2, 3, . . . . At each step, the learner receives an instance xt ∈ R

d, and

decides whether its label yt should be queried. If the label is queried,

the learner updates the classifier.

Monteleoni and Kaariainen [15] compared several online active al-

gorithms, which are classified based on their sample selection meth-

ods and updating rules. Sample selection methods include DKM [8],

CBGZ [5], and random; updating rules include perceptron and ver-

ified perceptron [8]. Both DKM and CBGZ are based on margin. In

DKM, the absolute value of an instance margin is compared with a

threshold, and the threshold is cut to its half if consecutive predic-

tions are all correct (the length of sequence is predefined as a hyper-

parameter). In CBGZ, the learner queries the label with probability
b

b+|p̂| , where p̂ = w�x is the margin of instance and b is a constant.

Previous results [15] show that perceptron outperforms verified per-

ceptron when combined with all three sample selection rules, and

that when using perceptron as the updating rule, DKM and CBGZ have

almost the same performance.

Apart from margin-based online active learning, there are some

other algorithms, such as regularized least square based algo-

rithms [6,10]. In these algorithms, the sample selection methods

and updating rules are both defined through the least squares. Con-

sider the BBQ algorithm [6] for example. Let St−1 = [x1, ...xNt−1
], Y =

[y1, ..., yNt−1
]�, and At = I + St−1S�

t−1
+ xt x�

t . rt = x�
t X−1

t xt . If rt > t−κ ,

the corresponding label is queried, and parameter of linear classifier

is updated as wt = A−1
t St−1Yt−1. The authors empirically show that

this algorithm has a big improvement over random sampling. Com-

bining the margin idea and regularized least square, [10] proposes

a compound algorithm. They show theoretically that both their re-

gret and sample complexity bounds have a strict improvement over

previous algorithms. But these two regularized least square based al-

gorithms are both computationally expensive since matrix inverse is

involved in every iteration.

As the linear classifier f (x) = w�x is parameterized by vector

w, it is reasonable to give w a prior. [7] assumes that w satisfy a

multi-variant Gaussian distribution N (wt |μt ,�t). The likelihood

P(yi|xi, w) is given by the probit function φ(yiw
�x), where φ(·)

is the cumulative distribution function of the standard Gaussian

distribution. Then the parameter w is determined by posterior, and

the authors devise an online updating rule for w. It is shown that this

algorithm is more powerful in the dynamic problem than in setting

where instances are i.i.d. Similarly as the above two algorithms,

this algorithm also requires expensive matrix inverse operations.

Moreover, the matrices must be positive definite, which is generally

not guaranteed in practice.

3. Margin-based active learning algorithm

Before introducing our sample selection criterion, let us first de-

fine what margin means. There are several definitions for margin in

binary classification. Suppose the values of labels are either 1 or −1,

then the margin of an instance can be defined as p(y = 1|x) − p(y =
−1|x) [18], where p(y|x) is the conditional probability of category y

given x. If the margin of an instance is around zero, then the instance

is quite close to the separator of two classes. As another definition,

the margin of instance x is defined as w�x, where w is the parameter

of classifier. For convenience, we assume w to be of unit length. Then

|w�x| measures the distance of x to the separator. Here we adopt the

second definition, since it is easy to calculate and has a direct geomet-

ric intuition. This definition has already been used in many previous

works [3,5,8]. We assume the optimal linear classifier h∗(x) = w�∗ x.

In the nonlinear separable case, w∗ or h∗ has a classification error ν
which is the smallest error of linear classifiers.

3.1. Overview

The basic idea of our algorithm is as follows. For each new in-

stance, we compare its margin with a threshold. If the margin is

smaller than the threshold, the label of the instance is queried; oth-

erwise the instance is discarded. The threshold takes the form of

c(2ν + ε), and decreases at every iteration. Here, ε is the access error

(the classification error minus the Bayesian error). The reason is that

if active learning is effective, the number of labeled and unlabeled

instances should be almost the same as passive learning when they

perform equally well on classification. We will give a more detailed

discussion on how to determine the threshold.

After we decide to query the label of an instance, the parameter

of linear classifier is updated using SGD, which been widely used in

online learning, due to its simplicity and reliable performance. De-

fine �(f(xi), yi) as the loss function that measures the cost of predic-

tion f(xi), where yi is the true label. If there are n instances, then the

empirical risk is defined as Rn( f ) = 1
n

∑n
i=1 �( f (xi), yi). In our linear

setting, f (x) = w�x, so Rn(f) can be written as 1
n

∑n
i=1 �(w�xi, yi).

Gradient descent is a batch algorithm used to minimize Rn(f) with

respect to w, and SGD is simply the online version of gradient descent.

In each iteration, SGD updates the classifier as:

wt+1 = wt − γt
∂

∂w
�(w�

t xt , yt).

Here we choose hinge loss as our loss function, i.e., �(w�x, y) = (γ −
yw�x)+, and let γt = 1√

t
. Then, the SGD updating rule is:

wt+1 = wt + 1√
t

yt xt , if yt w�
t xt <

1√
t
; or wt , otherwise. (1)

3.2. The IDT+SGD algorithm

Our IDT+SGT online active learning algorithm is summarized as

Algorithm 1.

Line 3–6 calculate the mean of all queried instances, and map xt

into a ball centered at the origin. Line 7–8 calculate the maximum

norm Rt of all queried instances, and use it to normalize xt. Note that

both the mean and maximum norm are online estimates, as we can-

not determine them until all the instances are queried. Line 9 calcu-

lates the margin of x as w�x, and compares it with the current thresh-

old st. If the margin is smaller than the current threshold, then Line

10–11 apply SGD to update the classifier wt , and Line 12 normalizes

the new wt . εt in line 15 is the upper bound estimation of access error.

This estimation is based on a conjecture that at iteration t, the access
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