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a b s t r a c t

Membrane computing is a class of distributed parallel computing models. Inspired from the structure and in-

herent mechanism of membrane computing, a membrane clustering algorithm is proposed to deal with auto-

matic clustering problem, in which a tissue-like membrane system with fully connected structure is designed

as its computing framework. Moreover, based on its special structure and inherent mechanism, an improved

velocity-position model is developed as evolution rules. Under the control of evolution-communication

mechanism, the tissue-like membrane system cannot only find the most appropriate number of clusters but

else determine a good clustering partitioning for a data set. Six benchmark data sets are used to evaluate the

proposed membrane clustering algorithm. Experiment results show that the proposed algorithm is superior

or competitive to three state-and-the-art automatic clustering algorithms recently reported in the literature.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Data clustering as one of the most useful data mining techniques

has been widely used in many fields, such as pattern recognition, im-

age processing, web mining and biology [7,10,22,38]. Clustering will

accomplish such a task that finds out the natural partition from a

data set such that data points belonging to the same class are as sim-

ilar to each other as possible whereas data points from two different

classes share the maximum difference [13]. Partional clustering is a

class of the most important clustering methods, which attempts to

directly decompose the data set into several disjointed clusters ac-

cording to some criteria [44]. The criteria commonly adopted in clus-

tering is minimizing some measure of dissimilarity in the samples

within each cluster and maximizing the disimilarity of different clus-

ters. K-means is a widely used partitional clustering algorithm [16].

However, k-means has the following disadvantages: (1) it is sensitive

to the initial cluster centers and easy to get stuck at the local optimal

solutions; (2) it takes large time cost to find the global optimal solu-

tion when the number of data points is large; (3) it requires a priori

specification of the number of clusters.

In recent years, a number of global optimization methods have

been introduced to overcome the disadvantages of k-means, such

as genetic algorithms (GA), simulated annealing (SA), ant colony
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optimization (ACO), particle swarm optimization (PSO) and differen-

tial evolution (DE) algorithm. The global search ability of the GA was

first developed to find the optimal cluster centers for a data set [21].

The GA-based methods use two different coding schemes to express

the clustering solutions: (i) using the chromosome directly to encode

the cluster number that each data point belongs to [20]; (ii) using

the chromosome to describe the cluster centers [2]. First scheme

can suffer from huge searching space and high computing cost when

the number of data points is very large. Thus, second scheme is

commonly adopted by most of GA-based methods [3,19]. Although

many GAs have shown good performance for finding the promising

regions of the search space, most of them often have two drawbacks:

premature convergence and lack of good local search ability. Thus,

in order to overcome the problems above, other global searching

techniques have been successively developed for data clustering

problem. A PSO-based clustering method has been proposed in [17],

where the PSO is used to find the optimal cluster centers. In [39], ACO

has been introduced to process data clustering problem. Moreover,

ACO and SA has been combined to solve clustering problem in

[25], and a hybrid evolutionary algorithm based on PSO and ACO to

find the optimal cluster centers has been also presented in [24]. In

addition, a hybrid clustering method, which combines GA and EM

(expectation maximization) to automatically determine the optimal

cluster centers has been proposed in [23].

The clustering methods described above use the different global

searching techniques to find the optimal cluster centers for a data

set to be clustered. However, these clustering methods have a

limit in practical application: the number of clusters needs to be
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determined a priori. In fact, it is difficult to specify the number of clus-

ters in advance for most application. Thus, it becomes a challenge in

such a situation in order to determine an appropriate number of clus-

ters and provide a good partitioning for a data set automatically, that

is, automatic clustering problem. In recent years, GA, PSO and DE have

been used to deal with the automatic clustering problem. A cluster-

ing method that uses the GA to automatically evolve the clusters has

been presented in [1]. This method uses a variable-length chromo-

some to express both the cluster centers and the number of clusters,

and then achieves automatic clustering by evolving the two parts at

the same time. In [27], a PSO-based automatic clustering method has

been reported, which first uses the PSO to find the optimal number

of clusters and then determines the corresponding cluster centers by

using k-means algorithm. In addition, a variable-length GA to solve

automatic fuzzy clustering problem has been developed in [37], while

an automatic clustering algorithm based on an improved differential

evolution has been presented in [6].

Membrane computing, as a class of distributed parallel computing

models, is inspired from the structure and functioning of living cells

as well as the cooperation of cells in tissues, organs and populations

of cells [35,36]. The models are commonly called membrane systems

or P systems. Over the past years, a variety of variants of membrane

systems have been proposed [12,15,32–34,40,42,43], including mem-

brane algorithms of solving the global optimization problems. In re-

cent years, membrane algorithms have attracted much attention on

applications of membrane computing [26]. The research results on a

lot of global optimization problems have shown that compared to the

existing evolutionary algorithms, membrane algorithms offer a more

competitive method due to three advantages: better convergence,

stronger robustness and better balance between exploration and ex-

ploitation [14,29–31,45]. Based on the above consideration, this paper

proposes an automatic clustering algorithm that uses a tissue-like

membrane system with fully connected structure to determine the

most appropriate number of clusters and find a good partition for a

data set to be clustered. Moreover, a modification of velocity-position

model is developed according to its special structure and evolution-

communication mechanism, which can accelerate the object evolu-

tion and enhance the diversity of objects in the system.

The rest of this paper is organized as follows. Section 2 states

the problem to be solved and then presents a brief of introduction

of tissue-like membrane systems. The proposed membrane cluster-

ing algorithm is described in detail in Section 3. Experimental results

and analysis are provided in Section 4. Finally, Section 5 draws the

conclusions.

2. Preliminaries

2.1. Data clustering problem

Data clustering in a D-dimensional Euclidean space is such a pro-

cess, which partitions a data set consisted of n data points into K

groups (clusters) according to some similarity measure. It is well-

known that minimizing some similarity measure to find the natural

partitioning on a non-uniform data set is a NP-hard problem essen-

tially [11,22,24].

Assume that X = {X1, X2, . . . , Xn} is a data set of n unlabeled data

points, where Xi = (xi1, xi2, . . . , xiD) is its ith data point. For the data

set X, a partitional clustering algorithm tries to find a partitioning,

{C1,C2, . . . ,CK}, such that the similarity of the data points in the same

cluster is maximum and data points from different clusters differ as

far as possible.

K-means algorithm is a widely used clustering technique, which

attempts to find the optimal cluster centers for determining a good

partitioning of a data set. In order to determine the optimal clus-

ter centers, therefore, a data clustering problem can be viewed as an

optimization (minimization) problem. The objective function used in

k-means is the following total mean square error:

Jm(C1,C2, . . . ,CK) =
K∑

i=1

∑
Xj∈Ci

||Xj − zi||2 (1)

where z1, z2, . . . , zK are the cluster centers of the partitioning,

C1,C2, . . . ,CK , respectively. Note that in k-means each cluster center

is the average of samples in the corresponding cluster. However, in

most evolutionary clustering algorithms and the proposed algorithm,

the cluster center is a representative point of the corresponding clus-

ter and it is often different from the average of samples. Moreover,

the cluster centers, as the solutions of an optimization problem, are

determined by the evolutionary clustering algorithms.

In recent years several clustering validity indexes have been pro-

posed to evaluate the goodness of partitioning obtained by a cluster-

ing algorithm, such as DI index [9], DB index [8], PBM index [28] and

CS measure [4]. The existing works have shown that Jm index can well

capture only hyperspherical shaped clusters. However, data sets may

have different shapes, spatial separations, densities and sizes. Com-

pared with other clustering validity indexes, advantage of CS mea-

sure lies in the effectiveness of dealing with the clusters with differ-

ent densities and sizes [4,5,7]. The CS measure is defined as follows:

CS(K) =

∑K
i=1

[
1
Ni

∑
Xl∈Ci

max
Xj∈Ci

||Xl − Xj||
]

∑K
i=1

[
min

1≤ j≤K, j �=i
||mi − mj||

] (2)

where mi denotes average (vector) of samples in ith cluster and is

calculated as follows:

mi = 1

Ni

∑
Xj∈Ci

Xj (3)

Generally, the lower CS measure under the constrain that CS > 0

means that the obtained partition is better, namely, the considered

clustering algorithm gains a good clustering performance, and vice

versa.

2.2. Tissue-like membrane systems

Tissue-like membrane systems are a kind of variants of membrane

systems, which are inspired from the behavior of multiple single-

membrane cells evolved in a common environment. A tissue-like

membrane system can be logically viewed as a net, in which each cell

is regarded as a processor that deals with the objects and communi-

cates them between the cells along the channels assigned in advance.

The object processing is completed by evolution rules while object

communication is achieved by communication rules. We briefly re-

view the definition and inherent mechanism of tissue-like membrane

systems. More detailed descriptions of tissue-like membrane systems

can be found in [12,35].

A tissue-like membrane system of degree q is a construct

� = (O, w1, . . . , wq, R1, . . . , Rq, R′, i0) (4)

where

(1) O is a finite non-empty alphabet (of objects);

(2) wi(1 ≤ i ≤ q) is finite set of strings over O, which represents

multiset of objects initially present in cell i;

(3) Ri(1 ≤ i ≤ q) is finite set of evolution rules in cell i;

(4) R′ is finite set of communication rules of the form (i, u/v, j),

which represents communication rule between cell i and cell j,

i �= j, i, j = 1, 2, . . . , q, u, v ∈ O∗;

(5) i0 indicates the output region of the system.
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