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a b s t r a c t

In this paper we address the problem of structured feature selection in a multi-class classification setting. Our

goal is to select groups of features meaningful to all classes simultaneously, and to this purpose we derive

a new formulation of Group LASSO – the MC-GrpLASSO – and a solution of the obtained functional based on

proximal methods. We then apply the algorithm to a typical multi-class problem – face recognition. On this

respect we focus on finding an effective and fast to compute (that is, sparse) representation of faces, detected

in low quality videos of unconstrained environments. We start from a classical over-complete representation

based on Local Binary Patterns (LBPs), descriptors endowed with a characteristic internal structure that can be

preserved by selecting features in groups. We present an extensive experimental analysis on two benchmark

datasets, MOBO and Choke Point, and on a more complex set of data acquired in-house over a large temporal

span. We compare our results with state-of-the-art approaches and show the superiority of our method in

terms of both performances and sparseness of the obtained solution.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Many crucial aspects of image understanding can be formulated as

classification problems which often involve more than two classes. In

image classification a large body of research has been devoted to find-

ing meaningful image features. Such features inherit a large extent of

the spatial redundancy typical of images, and are often endowed with

an internal structure (for instance due to the fact that groups of fea-

tures need to be computed together because they refer to the same

image portion or to the same scale). Since computer vision application

often call for real-time performances, the richness of image represen-

tations need to be balanced with automatic methods for dimension-

ality reduction. Here feature selection plays an important role, as it

allows us to learn what features are meaningful for a given problem,

and to discard the remaining features from the run-time computation.

In this paper, we address the problem of finding a sparse rep-

resentation which preserves the data internal structure, and pro-

pose a new formulation of the Group LASSO functional [33] – we

call MC-GrpLASSO – to cope directly with a multi-class setting. The
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new formulation allows us to select groups of features that simulta-

neously discriminate among all the classes.

We then apply the algorithm to face recognition, learning a very

sparse face representation from data. From the application standpoint,

we are interested in unconstrained settings where people are free

to move as they like. Videos are captured by low quality cameras,

such as video-surveillance sensors or mobile devices. We start from

an overcomplete description based on Local Binary Patterns (LBP)

[34,1], which have been shown effective for analyzing textures and

patterns in low quality images. LBPs are computed at different scales

and aspect ratios, then are subject to a feature selection step with

the goal of reducing their redundancy, while improving the computa-

tional efficiency of the method at run time. On top of these modules,

we build an efficient face recognition pipeline, analyzing a face image

and associating it one among N previously learnt identities.

Multi-class feature selection is still largely unexplored and few

are the applications to the computer vision domain. A reference

paper may be [5], while some applications can be found mostly

from the computational biology field [5,37]. In computer vision

the problem of feature selection is often addressed by defining a

set of binary problems. In this case we may obtain representa-

tions which are meaningful for a given class. In the case of faces

this approach is normally referred to as identity-based recogni-

tion [8,12] and, follows the intuition that different people may be
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characterized by different types of features. Although this idea has

a very convincing application ground, since it is true that some

features may be more meaningful for one person than they are

for another (cheeks may be meaningful for a person wearing a

beard, the forehead for a subject with hair combed in a peculiar

way, . . . ), this approach does not favor system scalability as the

number of classes grows, since it requires at run time the compu-

tation of a large number of different representations. Indeed, it is

usually adopted mainly for face authentication. The approach we

take in this work is somehow dual, since we try to find a compact

description able to represent the majority of people and possibly to

be extended to new people with a limited impact on the recognition

performances.

In summary, the contribution of our work is thus twofold: (i) a

new formulation of Group LASSO to directly model multi-class prob-

lems, and (ii) an efficient and modular face recognition pipeline. We

discuss the recognition performances of our method on two bench-

mark datasets of low-quality videos – MOBO [11] and Choke Point

[30] – and on the R309 dataset acquired in-house, of higher complex-

ity. The experimental analysis shows that our method outperforms

other state-of-art approaches on all the three datasets. We also report

an analysis on the applicability of the method on a larger number of

classes with the FERET dataset [20].

The remainder of the paper is organized as follows. Section 2 sum-

marizes related works, Section 3 describes the multi-class feature

selection method we propose, while Section 4 presents the algo-

rithms and the software toolbox, which is available for download.

Section 5 focuses on the entire face recognition pipeline. The exper-

imental analysis on the different datasets is detailed on Section 6,

while Section 7 is left to a final discussion.

2. Related works

Few works in the literature are, up to now, devoted to multi-class

feature selection. We mention [5] which extends Recursive Feature

Elimination (RFE) to the multi-class case, [26] based on probabilistic

multi-class SVM, [21] where the authors propose feature selection

methods based on the analysis of the kernel matrix and extend the

methods to the multi-class case by applying an appropriate target

kernel which maps a multi-class to a binary problem. A multi-class

extension of Adaboost was included in the original paper [10] and

has been recently considered in a grid-based implementation for

learning face features [36]. This work mainly focuses on computa-

tional issues, as it is well known that Adaboost training phase may be

computationally heavy, and it will be in particular in the multi-class

case.

Among the applications of multi-class feature selection in the

computer vision domain it is worth mentioning multi-class RFE

applied to the classification of textures [6] — a problem recently

addressed also by non-parametric statistics [22]. Multi-task trans-

fer learning has been used to boost the performances of multi-

ple object detection, by selecting features meaningful to all classes

[28].

As for face recognition, in general feature selection is addressed

as a combination of binary methods. Often feature selection is

based on Adaboost: in [34] the authors start off with an over-

complete set of LBP histograms computed in different regions of

face images. Then, they use Adaboost to select the most signif-

icant features. The work in [31], instead, introduces the Jensen–

Shannon Boosting (JSBoost) algorithm, a modification of AdaBoost

based on the Jensen–Shannon (JS) divergence, that is shown to pro-

vide a more appropriate measure of distance between examples

of two different classes. In [27], the authors consider Gabor fea-

tures to extend Adaboost by incorporating mutual information. They

achieve a lower training error rate with respect to the standard

implementation. The Gabor features are also adopted in [23], where

Real Adaboost is introduced to perform the selection wavelets. A ge-

netic based approach is instead proposed in [25], where the selection

of the LBP regions is based on Genetic & Evolutionary Computing

(GEC). Often, a binary approach to the feature selection problem is mo-

tivated by the interest for identity-based descriptions [8,12] tailored

for the face authentication problem. Instead, we consider the prob-

lem of finding a representation which is compact and appropriate

for a plurality of identities, in the literature referred to as universal

descriptions. Universal description, common to all identities, give us

an advantage in terms of scalability when new identities need to be

enrolled in the system. To this purpose our method is specifically

designed for multi-class settings.

Feature selection can be cast in the more general problem of find-

ing appropriate image representations for an effective classification.

Although the scope of this problem is rather large, if we focus on

face recognition in particular, it is worth mentioning holistic ap-

proaches, and among them eigenfaces, see [29] and fisherfaces, see

[3], component-based methods [15], local approaches as [8,12] and,

more recently, adaptive approaches based on sparse coding [32]. Also

the interested reader may refer to [35].

3. Regularized multi-class feature selection

Before describing the multi-class feature selection method we

propose, we formulate the feature selection problem. Given a train-

ing set (xi, yi), i = 1, . . . , n, with xi ∈ X ⊆ Rm yi ∈ R, and a dictionary

D = (φj)
p
j=1

which is a collection of atoms or features, we consider a

generalized linear formulation of the input–output relationship

p∑
j=1

φj(xi)βj = yi (1)

or, in matrix form �β = y, where � is the feature matrix defined

as �ij = φj(xi) of size n × p, y ∈ {−1,+1}n×1
is the output vector, and

β ∈ R
p×1 is the vector of weights. The goal of feature selection is to find

a sparse β which approximates well the input–output relationship.

Typically, in high dimensional domains, the dictionary matrix �

is large and rectangular, with p � n. Thus, the linear system is under-

determined, thus algebraic solutions to the linear system are not fea-

sible. Also, dictionaries are often over-complete [19] and the corre-

lation between groups of features make the system ill-conditioned.

A solution to the system can be found by introducing some form of

regularization. A classical way is to adopt a Tikhonov regularization,

formalized as follows

β∗ = arg min
β

(
‖y − �β‖2

2 + μ‖β‖2

)
, (2)

where the first term is a data fidelity term while the second one is a

penalty term.

LASSO and elastic net. The Tikhonov penalty term ensures a

smooth solution β∗ where all components will be different than zero.

Instead, if a L1 penalty is included in the functional, we obtain a sparse

solution, which also provide us with a selection of the most meaning-

ful features for the problem:

β∗ = arg min
β

(
‖y − �β‖2

2 + μ‖β‖2
2 + τ‖β‖1

)
. (3)

The combination of the two penalties, known in the literature by

the name of elastic net [38,7] combines the effects of obtaining a

sparse and unique solution. The sparsity term, controlled by the

parameter τ , measures the amount of features associated with a

non zero coefficient, while the L2 term restores the convexity of

the functional and guarantees a unique solution. In this case groups
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