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a b s t r a c t

The multiple circle detection problem has been considered in the paper on the basis of given data point set

A ⊂ R
2. It is supposed that all data points from the set A come from k circles that should be reconstructed

or detected. The problem has been solved by the application of center-based clustering of the set A, i.e. an

optimal k-partition is searched for, whose clusters are determined by corresponding circle-centers. Thereby,

the algebraic distance from a point to the circle is used. First, an adaptation of the well-known k-means

algorithm is given in the paper. Also, the incremental algorithm for searching for an approximate globally

optimal k-partition is proposed. The algorithm locates either a globally optimal k-partition or a locally optimal

k-partition close to the global one. Since optimal partitions with 2, 3, . . . clusters are determined successively

in the algorithm, several well-known indexes for determining an appropriate number of clusters in a partition

are adopted for this case. Thereby, the Hausdorff distance between two circles is used and adopted. The

proposed method and algorithm are illustrated and tested on several numerical examples.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Clustering or grouping a data set into conceptually meaningful

clusters is a well-studied problem in recent literature, and it has prac-

tical importance in a wide variety of applications such as medicine,

biology, pattern recognition, facility location problem, text classifica-

tion, information retrieval, earthquake investigation, understanding

the Earth’s climate, psychology, ranking of municipalities for financial

support, business, etc. [21,23,26,29,28,35].

A multiple circle detection problem is considered in the paper

based on given data set A ⊂ R
2. Let us assume that all data from

the set A = {ai = (xi, yi) ∈ R
2 : i = 1, . . . , m} ⊂ R

2 come from k circles

that should be reconstructed or detected. There are many different

approaches for solving this problem in literature, which are most

often based on Hough transformation [2], different heuristic methods

[8,9,18,27], RANSAC [11] or fuzzy clustering techniques, that search for

the so-called soft or fuzzy partitions [5,33,37].

A center-based clustering method is applied to solving this prob-

lem [19,28,36]. The set A will be grouped into k nonempty disjoint

subsets π1, . . . , πk, 1 ≤ k ≤ m, such that

k⋃
i=1

πi = A, πr ∩ πs = ∅, r �= s, |πj| ≥ 1, j = 1, . . . , k. (1)
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This partition will be denoted by �(A) = {π1, . . . , πk}, and the ele-

ments π1, . . . , πk of such a partition are called clusters in R
2.

To each cluster πj ∈ � a corresponding circle-center C�
j
(S�

j
, r�

j
)with

center S�
j

= (p�
j
, q�

j
)and radius r�

j
is associated by solving the following

global optimization problem (GOP)

(p�
j , q�

j , r�
j ) = argmin

p,q,r∈R

∑
ai∈πj

D(C(p, q, r), ai), (2)

where D(C(p, q, r), ai) represents the distance from the point ai to the

circle C (see Section 2.1).

If the objective function F : P(A; m, k) → R+ is defined on the set

of all partitions P(A; m, k) of the set A containing k clusters, then

the quality of a partition may be defined and one can search for the

globally optimal k-partition by solving the following GOP

argmin
�∈P(A;m,k)

F(�), F(�) =
k∑

j=1

∑
ai∈πj

D(Cj(pj, qj, rj), ai). (3)

Conversely, for a given set of different circles C1, . . . , Ck ⊂ R
2, apply-

ing the minimal distance principle, the partition � = {π1, . . . , πk}
of the set A can be defined in the following way:

πj = {a ∈ A : D(Cj, a) ≤ D(Cs, a), ∀s = 1, . . . , k, s �= j}, j = 1, . . . , k,

(4)

where one has to pay attention to the fact that every element of

the set A occurs in one and only one cluster. Therefore, the problem

of finding an optimal partition of the set A can be reduced to the
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following optimization problem

argmin
C1,...,Ck⊂R2

F(C1, . . . , Ck),

F(C1, . . . , Ck) =
m∑

i=1

min
j=1,...,k

D(Cj, ai). (5)

The solution of (3) and (5) coincides [34]. In general, the function F

can have a great number of independent variables, it does not have to

be either convex or differentiable and usually it has several local and

global minima. Hence, this becomes a complex GOP.

The adaptation of the well-known k-means algorithm for search-

ing for a locally optimal partition is given in Section 2, where clusters

are determined by corresponding circle-centers. In Section 3, a new

algorithm for searching for an optimal partition is proposed and an

illustrative example is shown. In Section 4, the problem of determin-

ing an appropriate number of clusters in a partition is considered.

The well-known Davies-Bouldin index, Calinski-Harabasz index, and

Simplified Silhouette Width criterion are adopted and used for the

case observed in the paper. Finally, in Section 5, several numerical

examples are shown.

2. Adaptation of the k-means algorithm

The well-known k-means algorithm [19,20,36] will be adapted

for searching for a locally optimal partition with circles as clusters-

centers. The algorithm can be described in two steps which are re-

peated iteratively:

Algorithm 1. (k closest circles algorithm (KCC))

Step A: For each set of mutually different circles C1, . . . , Ck the set A
should be divided into k disjoint unempty clusters π1, . . . , πk

by using the minimal distance principle (4);

Step B: Given a partition � = {π1, . . . , πk} of the set A, one can

define the corresponding circle-centers C�
1(p�

1, q�
1, r�

1), . . . ,
C�

k
(p�

k
, q�

k
, r�

k
) by solving the following GOPs ( j = 1, . . . , k)

(p�
j , q�

j , r�
j ) = argmin

p,q,r∈R

∑
ai∈πj

D(C(p, q, r), ai). (6)

Knowing a good initial approximation, this algorithm can provide

an acceptable solution, but in case we do not have a good initial

approximation, the KCC-algorithm can be restarted several times with

various random initializations [20].

2.1. The distance from the point to the circle

In order to solve the multiple circle detection problem, it is very

important for the distance between a point and a circle to be well

defined. This distance will be used by applying the minimal distance

principle (4), by determining circle-centers of clusters (6), and by

defining the most appropriate number of clusters in a partition in

Section 4. Several approaches to determining the distance from the

point ai = (xi, yi) ∈ R
2 to the circle C(S, r) with center S = (p, q) and

radius r have been proposed in literature [1,7,10,25,33]:

D1(C(S, r), ai) = |‖S − ai‖ − r|, (7)

D2(C(S, r), ai) = (‖S − ai‖ − r)2, (8)

D(C(S, r), ai) = (‖S − ai‖2 − r2)2. (9)

The last possibility (9) is called the algebraic distance. It is very often

used in practical applications (see e.g. [25,33]) and for that reason

that possibility is also used in our paper.

2.2. Searching for the circle-center of a cluster

The GOPs (6) can have several local and global minima and the

corresponding minimizing function is continuous. Note that, if (7)

or (8) were used as the distance from the point ai to the circle C,

then the corresponding minimizing function would be a Lipschitz

continuous function (see e.g. [32]). Therefore, for solving GOPs (6) in

these cases, some global optimization methods (see e.g. [15,24,26,31]

and corresponding software http://www.pinterconsulting.com) can

be used. One of the most popular algorithms for solving a GOP for

the Lipschitz continuous function is the DIRECT (DIvidingRECTangles)

algorithm [12,15,14].

In the case of using the algebraic distance (9), exact solutions of

GOPs (6) can be obtained [7]. In the case of using the distance (7) or

(8), special methods can also be applied for solving GOPs (6) [25]. The

random circle consensus technique—RANSAC [11] can also be used

for circle fitting.

3. A method for searching for a globally optimal partition

Let A ⊂ [a, b] × [c, d] ⊂ R
2 be a data points set. A globally optimal

k-partition �� = {π�
1 , . . . , π�

k
} with circle-centers C�

1, . . . , C�
k

should be

determined as a solution of GOP (3), or equivalently (5).

Since objective function (5) is a Lipschitz continuous function, the

aforementionedDIRECTalgorithm for global optimization can be used.

Because of the symmetry property of the function F defined by (5),

there are at least k! solutions of this problem. A very efficient special

version of the DIRECT algorithm for symmetric functions is developed

in [14]. However, complexity of this problem is particularly empha-

sized if the number of clusters or data points m is large. Instead of

solving the GOP (5), motivated by [3,4,22,30], an efficient method for

searching for a very acceptable approximate of an optimal k-partition

is proposed.

First, a sequence of objective functions Fk : R
3 × · · · × R

3︸ ︷︷ ︸
k

→ R+,

Fk(C1, . . . , Ck) =
m∑

i=1

min{D(C1, ai), . . . , D(Ck, ai)}, (10)

is defined, where Cj := (Sj, rj), Sj = (pj, qj).
For k = 1, the problem is reduced to a simple problem of locat-

ing a circle on the basis of a given set of points in the plane. The

corresponding function F1 : R
3 → R+ is of the form

F1(p1, q1, r1) =
m∑

i=1

D(C1(p1, q1, r1), ai)

=
m∑

i=1

(‖S1 − ai‖2 − r2
1

)2
, (11)

where S1 = (p1, q1). There exists a number of algorithms and methods

for solving this problem (see e.g. [7,10,25]).

For k > 1, an optimal k-partition with circle-centers C�(k)
1 , . . . , C�(k)

k
is determined by the following incremental algorithm.

Algorithm 2. (Searching for an optimal k-partition)

Step 1: Let Ĉ1, . . . , Ĉk−1 be the solution to the k − 1-circle detecting

problem and let

Fk−1(Ĉ1, . . . , Ĉk−1) =
m∑

i=1

δi
k−1,

δi
k−1 = min{D(Ĉ1, ai), . . . , D(Ĉk−1, ai)}, (12)

�k(p, q, r) := Fk(Ĉ1, . . . , Ĉk−1, C(p, q, r))

=
m∑

i=1

min{δi
k−1, D(C(p, q, r), ai)}. (13)
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