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Abstract

The transductive support vector machine (TSVM) is the transductive inference of the support vector machine. The

TSVM utilizes the information carried by the unlabeled samples for classification and acquires better classification per-

formance than the regular support vector machine (SVM). As effective as the TSVM is, it still has obvious deficiency:

The number of positive samples must be appointed before training and it is not changed during the training phase. This

deficiency is caused by the pair-wise exchanging criterion used in the TSVM. In this paper, we propose a new transduc-

tive training algorithm by substituting the pair-wise exchanging criterion with the individually judging and changing

criterion. Experimental results show that the new method releases the restriction of the appointment of the number

of positive samples beforehand and improves the adaptability of the TSVM.
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1. Introduction

Different from the traditional inductive learning

method, the transductive learning method is a way

to utilize the information of the labeled samples to-

gether with that of the unlabeled samples. Now-

adays, under the condition that obtaining labels is
more expensive than getting samples, the transduc-

tive method is significantly important for the

machine learning. Based on the theory of the

statistical learning (Vapnik, 1995), the support vec-

tor machine (SVM) was proposed for the pattern

recognition by Vapnik (1998). The SVM shows bet-

ter performance than other learning method in the

classification field of the small training sets in a
nonlinear and high-dimensional feature space.

The transductive support vector machine

(TSVM) (Joachims, 1999) is a SVM combining

with the transductive learning procedure. The

iteration algorithm of the TSVM utilizes the
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information of the unlabeled samples for classifica-

tion and predicts the optimal labels for them. The

TSVM is suitable in the case when the distribution

of the training samples differs from that of the test

samples.
After reviewing the training algorithm of the

TSVM, we propose in this paper that the individu-

ally judging and changing criterion instead of the

pair-wise exchanging criterion is utilized to mini-

mize the objective function. The training algorithm

is also changed accordingly. Experimental results

show that the new method releases the restriction

of the appointment of the number of positive sam-
ples beforehand. It could be used in much wider

ranges.

The remaining of this paper is organized as fol-

lows: The training algorithm of the TSVM and its

deficiency are described in Section 2. An improved

label exchanging criterion, a new training method

and the theoretical proof of convergence are devel-

oped in Section 3. Experimental results of compar-
ing SVM, TSVM and the new method are shown

in Section 4. Finally, conclusions are given in the

last section.

2. Review of the TSVM

The transductive learning is completely different
from the inductive learning. Not caring the decision

hyper-plane or decision rules, the transductive

learning focuses on the construction of a transduc-

tive mechanism that can label test samples with

the information carried by either the labeled or

the unlabeled samples in the training phase. The

idea of the transductive learning originates from

the dilemma of the machine learning, where the la-
beled samples are sparse and expensive while the

unlabeled samples are plentiful and cheap. Through

the learning process of the transductive learning, the

helpful information concealed in the unlabeled sam-

ples is transferred into the final classifier. Thismech-

anism makes classification results more accurate.

2.1. Principle

The TSVM is an application of the transductive

learning theory to the SVM. The principle of the

regular SVM is described as follows. An SVM

classifier tries to find a decision hyper-plane that

classifies training samples correctly (or basically

correctly). The margin between this hyper-plane

and the nearest sample should be as large as possi-
ble. In the training phase, the SVM resolves the

following optimization problem to find the deci-

sion hyper-plane,

min
1

2
wTwþ C

X
i

ni ð2:1Þ

such that

yiðwTxi þ bÞ P 1� ni; ni P 0

where b is a threshold; C is an influencing para-

meter for trade-off and n is a slack variable. In
the decision phase, the SVM labels the test samples

according to the side of the hyper-plane that they

lie on. The decision formula is given by

DðxÞ ¼ wTxþ b ð2:2Þ
According to the principle of the transductive

learning, the optimization problem of the TSVM

(Joachims, 1999) is given by

min
1

2
wTwþ C

X
i

ni þ C�
X
j

n�j ð2:3Þ

such that

yiðwTxi þ bÞ P 1� ni; ni P 0;

yjðwTxj þ bÞ P 1� n�j ; n�j P 0

where n and n* are slack variables for the training

and test samples, respectively; C and C * are the

influencing parameters for the training and test

samples, respectively.

2.2. Training algorithm

To acquire optimal solutions of Eq. (2.3),

Joachims presented a training algorithm. The main

steps of this algorithm are listed as follows:

(1) Specify C and C* and train a SVM with the

training samples. Specify Np (the number of

positive samples in the test set) according

to the proportion of positive samples in the
training set.
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