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a b s t r a c t

Feature correspondence is vital in image processing and computer vision. To find corre-
sponding pairs efficiently, in this paper it is proposed that feature detector and descriptor
are constructed from the same octagon filter bank (DFOB). The DFOB method is a novel
method for the detection, orientation computation, and description of feature points, and
is very efficient as computationally implemented by integral images. The matching cap-
ability of DFOB is close to the prevalent methods such as SIFT and SURF, because they all
detect blob-like image structures as interest features and describe these features using
histogram of oriented gradients. Experimental results on benchmark datasets demon-
strate that the matching performance of DFOB is comparable with the SIFT and SURF
algorithms, while the computational cost is much lower, especially the proposed
descriptor is about 50 times faster than SURF descriptor.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Image matching is fundamental for many computer
vision applications such as object recognition, 3D structure
reconstruction, image stitching, visual mapping, and target
tracking. Extracting stable and repeatable features and
encoding these features into robust descriptors with high
discriminability are two key steps in image matching.
During the last decade, researchers were racing to find
faster and better approaches to address this issue. Among
them, SIFT [1] and SURF [2] are two of the most famous
approaches due to their high quality with respect to the
detector repeatability and the descriptor discriminability
under a variety of different image geometric and photo-
metric deformations. However, the two methods are
memory consuming and computationally expensive,
which are not suitable for real-time tasks or applications

on mobile devices with limited computational capability.
Recently, high computational speed and low memory
consumption are achieved by using the combination of the
variant of the FAST [3] detector and variant of the BRIEF [4]
descriptor, such as ORB [5], BRISK [6] and FREAK [7].
Compared to these methods, the proposed method is more
efficient, this is because the descriptor and the detector in
proposed method are created from the same filter bank
and this makes a dynamic programming strategy applic-
able to accelerating the computation. The main contribu-
tion of our work are highlighted in the following three
trickles:

� A novel binary descriptor based on histogram of orien-
ted gradients, which is about 50 times faster than SURF
descriptor with about the same robustness and dis-
criminability for matching.

� A stable method for feature point orientation compu-
tation, which is efficient and accurate.

� A variant of the CenSurE detector for feature point
detection, which allows the detection to run faster and
cover more scales than the original.
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The DFOB method has been tested on standard
benchmarks and the experimental results demonstrate
that the matching performance of DFOB is close to SIFT
and SURF which are famous for the high quality in
matching, and the time efficiency is higher than BRISK and
ORB which are known for their high computation speed.
Another advantage of our method is that both the detector
and the descriptor are constructed by octagon filters
without pre-processing steps such as Gaussian-smoothing
or data training. So, the implementation of our method is
very simple, and has quite good efficiency.

2. Related works

In this section we briefly introduce several popular
feature point detectors and descriptors related to DFOB
method.

2.1. Feature point detectors

We roughly categorise the feature point detectors into
two classes in terms of the structure they detect: the
corner and the blob. The corner detectors can be traced
back to the work of Moravec [8], which calculates the sum-
of-squared-differences (SSD) to identify whether the can-
didate is a corner. Harris and Stephens [9] improved the
Moravec detector and designed the well-known Harris
corner detector with higher repeatability under image
deformations. The Harris corner is widely used for its
efficiency and accuracy. Scale invariance is achieved in the
Harris-Laplace and the Hessian-Laplace detector [10,11] by
using Harris method along with scale-space techniques.
Recently, the most popular corner detectors may be the
FAST and its variants [12,3,13]. The FAST family detectors
compare the center pixel to those in a circular ring about
the center. The center pixel is identified to be a corner,
when there are more than N contiguous pixels all brighter
or all darker than the center pixel by at least t. Training on
specific scenes in pre-process allows these methods to run
at very high speed.

As for blob detectors, the Laplacian of Gaussian (LoG)
detector may be one of the first blob detectors. Lowe [14]
approximated the LoG by Difference of Gaussian (DoG)
which runs faster. Pei and Horng [15] made a even simpler
approximation of the LoG detector by two circular mean
filters: the bi-level Laplacian of Gaussian (BLoG). Agrawal
et al. [16] proposed to use octagon filter to approximate
the circular filter for its efficiency in computation. Another
family of the blob detectors are resulted from the deter-
minant of the Hessian matrix, and the most famous one is
the SURF [2] detector. The maximally stable extremum
regions (MSER) [17] can also detect some blob-like struc-
tures in the image, which is more robust under perspective
deformation. More recently, Alcantarilla et al. proposed
the KAZE features [18], in which the detector is able to
detect features in a nonlinear scale space by using non-
linear diffusion filtering, thus this detector is edge pre-
serving compared to Gaussian filter based detector.

2.2. Feature point descriptors

Many feature point descriptors rely on histogram of
oriented gradients. The SIFT descriptor [1], proposed a
decade ago, is highly discriminative and robust under a
variety of image deformations, and is used as a reference
descriptor in descriptor performance evaluations. How-
ever, it is a 128 dimensional floating point vector which is
prohibitively slow and memory-consuming. The PCA-SIFT
[19] reduce the sift descriptor to 36 dimensions, but
sacrifice some of the discriminability. The GLOH descriptor
[20] created by Mikolajczyk and Schmid is even more
discriminative than SIFT descriptor, but it is also more
computationally expensive. Inspired by SIFT and GLOH,
Tola E, Lepetit V, et al. proposed the DAISY descriptor [21]
for dense matching. The signature based SURF descriptor
[2], which is faster than SIFT descriptor and has similar
discriminability, also has affinity with histogram of
oriented gradients, since the first order Haar wavelet
responses in x and y direction computed in SURF
descriptor is similar to gradients computed in a block
pattern.

Another class of feature point descriptors describes
feature point using binary string for memory saving and
computational efficiency. The BRIEF and its variant
descriptors [4,6,7,5] are binary strings composed of binary
bits resulted from image intensity comparisons. Yang and
Cheng [22] proposed a more discriminative binary
descriptor by gradient comparisons rather than intensity
comparisons. Machine learning techniques can be applied
in these methods to train a pattern for intensity or gra-
dient comparisons, which is helpful to make these
descriptors compact and discriminative. Strecha, Chris-
toph, et al. created their binary descriptor by mapping
descriptor vectors into the Hamming space [23]. More
recently, Lepetit et al. proposed a binary descriptor called
BinBoost [24], in which the bits are obtained from learning
boosted hash functions. The BinBoost is very robust to
viewpoint and illumination changes, but also more com-
putational expensive [25]. Baroffio et al. proposed a more
computational efficient binary descriptor than BinBoost by
using asymmetric pairwise boosting and box filters [25].
The binary descriptors are matched by computing the
Hamming distance, which is extremely fast on modern
CPUs which usually provide specific instructions to per-
form XOR and bit count operations.

3. DFOB: the method

The DFOB method mainly consists of 3 parts: feature
point detection, feature point orientation computation and
feature point description. Each method in the 3 parts can
be used in combination with the methods in other popular
image matching algorithms, such as SIFT and SURF. It's
worth noting that different to other methods building the
detector and descriptor separately, DFOB method builds
them together. That is, the descriptor is built using the
intermediate result produced in the feature detection step.
The using of intermediate result can largely reduce the
computational cost.
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