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a b s t r a c t

To simulate molecular processes on biologically relevant length- and timescales, coarse-grained (CG)
models of biomolecular systems with tens to even hundreds of residues per CG site are required. One pos-
sible way to build such models is explored in this article: an elastic network model (ENM) is employed to
define the CG variables. Free energy surfaces are approximated by Taylor series, with the coefficients
found by force-matching. CG potentials are shown to undergo renormalization due to roughness of the
energy landscape and smoothing of it under coarse-graining. In the case study of hen egg-white lyso-
zyme, the entropy factor is shown to be of critical importance for maintaining the native structure,
and a relationship between the proposed ENM-mode-based CG models and traditional CG-bead-based
models is discussed. The proposed approach uncovers the renormalizable character of CG models and
offers new opportunities for automated and computationally efficient studies of complex free energy
surfaces.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Computational modeling of large-scale slow motions in biomol-
ecules and biomolecular complexes is an important component of
understanding processes occurring on the subcellular level [1,2].
The existing approaches to this problem may be classified into
the following three very broad categories. Brute force MD simula-
tions, which rely on stepwise integration of the dynamic equations,
have been performed for polypeptides and small proteins on the
timescales of up to milliseconds [3,4]. However, for typical size
proteins, let alone large biomolecular complexes, the affordable
lengths of MD trajectories are much shorter and do not reach the
timescale of many biologically relevant processes. Elastic network
models (ENMs) [5–7] have proven to be qualitatively or even semi-
quantitatively correct [8–10]. The most important advantage of
ENMs is very low computational cost; however, systematic
improvement of the quality of ENMs requires running expensive
atomistic simulations and may be difficult to achieve [11–13]. En-
hanced sampling techniques (including umbrella sampling, meta-
dynamics, temperature-accelerated molecular dynamics and
many others) [14–19] are widely used to bias large-scale fluctua-
tions in the system under study and accelerate sampling of rare
events, while at the same time keeping the resolution of the model
at the atomistic level. One of the key measures of success in carry-
ing out enhanced sampling of large molecules (for example, pro-
teins) is a reasonable choice of collective variables, which

requires expert knowledge of the studied system and complicates
automation of computations.

Coarse-grained (CG) models play versatile roles in studying
large-scale motions in biomolecules [2,20–22]. First, by reducing
system resolution, CG-ing facilitates understanding of atomistic
models or analysis of MD trajectories generated with the use of
the above-mentioned methods. Second, CG models can help define
collective variables to be used for enhanced sampling. Third,
numerical simulations at the CG level can be run using the derived
CG models, when expensive all-atom simulations are not possible.

From the pragmatic viewpoint, it is desirable to use CG models
as coarse as permissible by the nature of the phenomenon under
investigation. In most CG models of biomolecular systems in the
literature, one CG site encompasses no more than one amino acid
or nucleotide residue. CG models with this resolution level are
rather well studied, and general systematic methodologies for
building them have been well developed [23–31]. In contrast, CG
models with dozens or hundreds of residues per CG variable, which
are discussed in this work, are much less studied [32–38].

Aggressive (highly) CG models of large biomolecules encounter
a number of specific difficulties. Physically meaningful transforma-
tion of atomistic to CG variables and, in the case of enhanced sam-
pling all-atom simulations, dynamic coupling between these two
sets of variables have to be ensured, in spite of a significant differ-
ence between the number of the atomistic and CG variables.
Smoothing of the energy landscape has to be manifest, in addition
to a reduction of the number of essential variables, so that the
number of fitted parameters in the CG model remains small. The
lengths of the MD trajectories used to parameterize CG models of
proteins and biomolecular complexes will need to be much greater
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than, for example, in the cases of CG models of liquids or lipids, in
order to sufficiently sample large-scale slow motions.

The problem of estimating CG potentials from finite-length MD
simulations deserves separate consideration. Boltzmann inversion
[23,39,40], a popular method of building CG potentials, has a sys-
tematic bias towards overestimation of CG interactions. Consider
the simplest case of a particle undergoing Brownian motion in zero
external potential. The mean square deviation of the particle from
its initial position is finite for finite sampling times and grows lin-
early in time. The apparent potential obtained by Boltzmann inver-
sion in this case is nonzero, though vanishing in the limit of
infinitely long MD trajectories. However, one would prefer to have
a method of finding CG potentials free of this bias even for finite
simulation lengths. This problem, among others, motivates devel-
opment and application of methods alternative to Boltzmann
inversion, such as force-matching.

The rest of the article is organized as follows. First, an outline of
the CG methodology is given, together with the discussion of spe-
cific problems arising in building highly coarse-grained, low reso-
lution CG models of large biomolecular systems and possible
solutions to these problems. Then, the numerical results on HEW
lysozyme are presented. It is shown that the CG interaction poten-
tial undergoes renormalization, and an explanation for this effect
based on smoothing the rough energy landscape in CG models is
offered. The fluctuation modes of the protein turn out to be scale
dependent. The entropic contribution to the CG free energy is
shown to be of primary importance for maintaining the native
folded state of lysozyme. The relationship between proposed mod-
els based on ENM modes and traditional CG models with spatially
localized CG beads is then discussed. The paper ends with conclud-
ing remarks.

2. Theory and methods

2.1. Outline of the general CG methodology

A systematic approach to coarse-graining is presented by the
multiscale coarse-graining method (MS-CG) [24,25,41–46]. This
method is based on the idea that a CG model should yield the equi-
librium distribution of CG coordinates identical to the equilibrium
distribution obtained from the atomistic model:

pRðRNÞ ¼
Z

drnprðrnÞdðMN
RðrnÞ � RNÞ / expð�UCGðRNÞ=kBTÞ; ð1Þ

where rn are the atomistic coordinates, RN are the CG coordinates, pr

and pR are the equilibrium distribution probability densities of
dynamical states in the all-atom and CG configuration spaces,
respectively, MN

R is the mapping operator from the 3n-dimensional
space of atomistic coordinates into the 3N-dimensional space of
CG coordinates, and UCG(RN) is the CG potential [for details, see
Ref. [25]; UCG(RN) can also be considered as the multi-dimensional
potential of mean force (PMF)].

The CG potential that satisfies the Boltzmann relation in Eq.
(1) is not the average of the atomistic potential u(rn) for those
atomistic configurations that map to that CG configuration. This
can be shown by considering the average potential energy de-
fined by:

hUðRNÞi ¼
R

drnuðrnÞprðrnÞdðMN
RðrnÞ � RNÞR

drnprðrnÞdðMN
RðrnÞ � RNÞ

–UCGðRNÞ ð2Þ

Instead, it can be demonstrated by direct calculation that the
following equation holds:

hUðRNÞi ¼ UCGðRNÞ � T
@

@T
UCGðRNÞ ð3Þ

which is similar to the well-known thermodynamic relationship be-
tween the free energy A and the internal energy E, namely E = A –
T�@A/@T. For this reason, the multidimensional surfaces defined by
UCG(RN) and hUðRNÞi are further interpreted as the free energy land-
scape and the (potential) energy landscape, respectively. The differ-
ence between UCG(RN) and hUðRNÞi, or the entropic contribution to
the free energy [46], comes from the ‘‘fast’’ degrees of freedom inte-
grated out as a result of coarse-graining.

It has been shown [25] that UCG(RN) can be found by the force-
matching procedure, specifically by variational minimization of the
residual

v2½F� ¼ 1
3N

Z
drnprðrnÞ

XN

I¼1

jF IðrnÞ � F IðMN
RðrnÞÞj2 ð4Þ

where N is the number of CG sites, F I is the atomistic force acting
on the I-th CG site, and FI is the CG force field given by FI(RN) =
�@UCG(RN)/@RI. According to the ergodic hypothesis, averaging over
an equilibrium ensemble in Eq. (4) can be replaced by averaging
over time, which provides a practical way to find the CG potential
from atomistic MD trajectories by force-matching [24,41].

The MS-CG method has been successfully applied to water
[44,47], liquid methanol [41,46,47], lipid bilayers [24,46], ionic liq-
uids [41], monosaccharides [48], peptides, proteins [27,49] and
other systems. However, highly low resolution CG models of bio-
molecules have not been built in this way thus far.

2.2. Highly coarse-grained models of proteins

CG-ing of large biomolecules faces a number of challenges that do
not arise in MS-CG-ing of smaller size molecules at a higher CG res-
olution. First, in low resolution CG models there is a significant gap
between the number of CG and atomistic variables (�1–2 orders of
magnitude), which may make a straightforward transition from an
atomistic to a CG model complicated. Indeed, the thermal fluctua-
tions in proteins at the level of amino acid residues may demonstrate
a scale-free character (in the sense defined in Ref. [37]), which is not
captured by rigid-body domain models. If nevertheless some amino
acid residues are assigned solely to one CG domain, some other res-
idues solely to another CG domain, and sharp interdomain borders
separate some successive amino acid residues [34], the resulting
CG model may be nonoptimal for certain purposes. For example, if
such a CG model is used to enhance sampling of rare events, then
the application of external forces to the centers of mass of different
CG beads may create unphysical stress between neighboring amino
acids if these amino acids are assigned to different CG domains, but
will have no effect if the residues belong to the same CG domain. By
contrast, in the case of finer grained MS-CG models, such as earlier
developed models of lipids [24,46], no problems due to the relaxa-
tion of external forces throughout the molecule arise, since atoms
within each CG domain are separated by a small number (often, only
one) covalent bond.

Second, the spirit of coarse-graining implies not only reducing
the number of essential variables, but also smoothing the energy
as a function of the remaining variables. There is no sense in keep-
ing narrow local maxima and minima on CG energy surfaces if they
have characteristic heights 6kBT and if their effect is negligible in
comparison to the errors introduced by projecting out the ‘‘fast’’
degrees of freedom. In general, this may refer to a CG model of
any molecule, but in the case of biomolecules, the energy land-
scapes are well-known to be very rugged [50–52] and smoothing
them is of particular importance.

Third, the question remains open of whether large-scale slow
motions are sufficiently sampled in MD trajectories on a timescale
of tens to hundreds of nanoseconds, even if these motions
are not associated with transitions between different metastable

166 A.V. Sinitskiy, G.A. Voth / Chemical Physics 422 (2013) 165–174



Download English Version:

https://daneshyari.com/en/article/5373885

Download Persian Version:

https://daneshyari.com/article/5373885

Daneshyari.com

https://daneshyari.com/en/article/5373885
https://daneshyari.com/article/5373885
https://daneshyari.com

