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a b s t r a c t

Since the human visual system (HVS) is the ultimate appreciator of most photorealistically
rendered images, rendering process can be accelerated by exploiting the properties of the
HVS. According to the concept of entropy masking, the HVS is not sensitive to visual
distortions in unstructured visual signals. For structured regions, pixels are highly
correlated, while the similarity among pixels in unstructured regions is low. In this paper,
we detect unstructured regions by extracting local patches from each pixel and its
neighboring pixels, and comparing the similarity between the local patches of the center
pixel and the neighboring pixels. We further exploit entropy masking in perceptual
rendering, and experimental results demonstrate that the proposed method can accel-
erate rendering, without degrading the perceived quality of resultant images.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Physically based rendering produces photorealistic
images by simulating the physical behavior of light interac-
tion with surfaces and volumes, and this process is usually
time-consuming [1]. Since the human visual system (HVS) is
the ultimate appreciator of most photorealistic images,
significant computation can be saved by exploiting proper-
ties of the HVS [2]. Among various properties, visual masking
refers to the decrease in visibility to a visual signal in the
presence of image background [3]. That means we can use
fewer computational resources in rendering, since low-level
artifacts are not visible in regions with strong masking effect.

Existing studies on visual masking include contrast mask-
ing and entropy masking [4]. Contrast masking refers to the
variation of visibility of visual signals due to the background
contrast [5]. Entropy masking refers to the decrease of
visibility to a visual signal imposed on a mask signal which
is unfamiliar or uncertain to human eyes [6]. For each pixel
in an image, the entropy masking effect depends on the
structure complexity of a neighborhood [4]. Unstructured
regions are less predictable and more difficult to be learned
than structured regions, and thus have strong entropy
masking effect [7].

Existing studies on entropy masking [4,8,9] try to esti-
mate the masking effect using Shannon entropy [10].
Given a pixel xo, a luminance histogram is first constructed
from pixels in the m�m local patch Pxo centered at the
pixel xo. The entropy HðPxo Þ of patch Pxo centered at the
pixel xo is calculated as

HðPxo Þ ¼ �
XM
i ¼ 0

pðliÞ � log pðliÞ ð1Þ
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where l0;…; lM are luminance values of pixels in patch Pxo ,
and pðliÞ is the occurrence rate of luminance value li in
patch Pxo . From Eq. (1), the entropy of an image patch
mainly depends on the relative occurrence of pixel values
in the patch regardless of the patch structure. With the
Shannon entropy, the computed masking effect of an
unstructured patch and a structured patch is the same, if
these two patches share the same histogram.

The study [11] proposes a method to predict pattern
complexity. In the proposed method, unstructured and
structured patterns correspond to irregular and regular
patterns mentioned in the study [11], respectively. The
method [11] is designed based on a gradient count. If the
difference between the colors of the pixel and its adjacent
pixels exceeds a predefined threshold, the gradient count is
one, otherwise, the gradient count is zero. A higher value of
pattern complexity is assigned to texture with larger sum of
gradient counts. According to the method [11], the gradient
counts are zero for pixels in smooth patterns, and the
gradient counts are one for pixels in dense, mixed color
patterns, and edges. Therefore, the method [11] is able to
distinguish smooth patterns from dense and mixed color
patterns; however, it cannot distinguish structured patterns
from unstructured ones, since both structured and unstruc-
tured patterns include edges and the sum of gradient
counts from edge pixels are high.

To distinguish structured regions from unstructured
regions, we design a method by taking into account the
spatial correlation among neighboring pixels. In structured
regions, pixels are highly correlated with their neighboring
pixels and similar local patterns can be detected in a
neighborhood. For each pixel, we extract the local patches
centered at the pixel as well as its neighboring pixels, and
compute the similarity between the patches of the center
pixel and the neighboring pixels. Then the value of the
center pixel is predicted from the neighboring pixels with
similar local patches to the center pixel. The predicted
pixel value is treated as the structured signal, and the
difference between the original pixel and the predicted
one is treated as the unstructured signal, which indicates
the masking effect of the original pixel.

Contrast masking has been exploited in perceptual gra-
phic rendering [12–15] to improve the efficiency. However,
entropy masking has not been exploited in perceptual
graphic rendering. In this work, we explore the entropy
masking properties by proposing a perceptually adaptive
sampling scheme. The proposed method distributes samples
according to the level of noise as well as the entropymasking
effect, and it substantially decreases the rendering cost.

The contribution of the proposed method is twofold.
First, we propose a new formulation of entropy masking
by detecting unstructured regions. Second, we exploit
entropy masking in perceptual graphic rendering by adap-
tively distributing samples.

2. Related work on perceptual graphic rendering

Perceptual graphic rendering tries to improve render-
ing quality or decrease rendering computation by model-
ing properties of the visual perception. Bolin and Meyer
[12] built a perceptual model for adaptive sampling by

predicting the visible error between two intermediate
rendering results, and iteratively distributing new samples
to locations with the largest visible error. Ferwerda et al.
[16] made an early attempt to take advantage of visual
masking in computer graphics. Given a reference image
and a distorted image, the method applies spatial fre-
quency tuning and orientation tuning to each image, and
computes the responses to different spatial frequency and
orientation bands. The computed responses are modulated
by the masking functions to account for the masking
interactions among the spatial frequency components.
The modulated responses of the reference image and the
distorted image are compared to determine whether the
two images are visually different. The method estimates
the visual difference between a reference image and a
distorted image but cannot estimate the masking effect of
each pixel in the reference image. In the proposed method,
we need to estimate the masking effect of each pixel and
use the results to determine the number of pixels dis-
tributed to each pixel in adaptive sampling scheme.

Ramasubramanian et al. [17] proposed a computationally
efficient vision model based on characteristics of the HVS,
including luminance adaptation, spatiotemporal contrast
sensitivity and visual masking. Given two intermediate
rendered images, the vision model computes a threshold
map with different visibility on the first image. The difference
between the two images is also computed and compared
against the visibility threshold map. In the next iteration,
more computation is allocated to regions where difference is
larger than the threshold. Myszkowski et al. [18] extended
the use of human vision model to animation rendering. They
developed the animation quality metric (AQM) by extending
an existing vision model called visible difference predictor
(VDP) [3]. Later they applied AQM to walk-through animation
rendering [19] and global illumination computation for
animation rendering [20]. A more detailed introduction of
perceptual image rendering can be found in [2,21].

All perceptual rendering algorithms mentioned above
include the evaluation of a full human vision model during
image synthesis. Computational complexity is a major
concern in these perceptual rendering methods, since the
vision models used are generally sophisticated and it is
time-consuming to continuously update the vision mod-
els. Therefore, perceptual rendering methods concentrat-
ing on visual masking have been proposed by detecting
regions with strong masking effect to decrease rendering
computation in these regions. They aim to benefit from the
perceptual properties of image content with less computa-
tional complexity.

The method [14] computes visual masking properties of
image content by using components of JPEG compression
standard. The assumption in [14] is that at moderate com-
pression rates, the quantization errors in JPEG compression
are largely unnoticeable, i.e. the error between the original
and JPEG decoded images is less than a masking threshold of
the image content. Visual masking effect is estimated as the
difference between original and JPEG decoded images.

Qu andMeyer [15] proposed to compute the visual masking
properties of image content based on a computational model of
human vision. The method does not use the vision model to
predict the difference between two intermediate rendering
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