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a b s t r a c t

We propose a 3D wireframe face model alignment for the task of simultaneously

tracking of rigid head motion and nonrigid facial expressions in video sequences. The

system integrates two levels: (i) at the low level, automatic and accurate location of

facial features are obtained via a cascaded optimization algorithm of a 2D shape model,

(ii) at the high level, we recover, via minimizing an energy function, the optimal motion

parameters of the 3D model, namely the 3D rigid motion parameters and seven nonrigid

animation (Action Unit) parameters. In this latter inference, a 3D face shape model

(Candide) is automatically fitted to the image sequence via a least squares minimization of

the energy, defined as the residual between the projected 3D wireframe model and the 2D

shape model, meanwhile imposing temporal and spatial motion-smoothness constraints

over the 3D model points. Our proposed system tackles many disadvantages of the

optimization and training associated with active appearance models. Extensive fitting

and tracking experiments demonstrate the feasibility, accuracy and effectiveness of the

developed methods. Qualitative and quantitative performance of the proposed system on

several facial sequences, indicate its potential usefulness for multimedia applications, as

well as facial expression analysis.

& 2011 Elsevier B.V. All rights reserved.

1. Introduction

3D facial model fitting allows recovering the face pose,
its shape, and the facial appearance from an image
sequence. The recovered information can then be used in
many applications, among others: facial motion capture for
animating a synthetic avatar, facial expression analysis
and/or synthesis, realistic character animation in 3D com-
puter games, very low bitrate model-based video coding
and visual media production. Moreover, such information
could also be used for the automatic recognition of the

Action Units of Ekman and Friesen [1], which represent
changes in facial appearance produced by the muscular
activity. All these applications require that the facial model
fitting algorithms are robust, efficient and accurate in
the extraction of features, rigid head motion and nonrigid
facial animation.

Automatic 3D rigid and nonrigid motion parameters
estimation from monocular video sequences is a challen-
ging problem in computer vision. The existing techniques
can be divided into two classes, facial features-based

techniques and combined facial texture and features techni-

ques. The former techniques use local texture to track
feature points, which are then used to guide the 3D
motion estimation [2–11]. The latter techniques need to
build up a statistical 3D face model including facial shape
and texture information, and then align the model into
the image sequence to obtain the proper shape, motion
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and texture parameters that best simulate the current
face appearance [12–18].

Facial features-based techniques consider two steps: 2D
facial feature points extraction and 3D motion inference
based on the extracted feature points. Many methods
have been proposed for feature points extraction, such as
Kanade–Lucas–Tomasi Tracker (KLT) [19,20], heuristic facial
dominant feature extraction [21,22], and active shape model
(ASM) [23]. Given the tracked feature points, two typical
ways, factorization-based structure from motion (SFM)
[24–27] and recursive model-based SFM [4,28,5], have been
often used in 3D motion parameters inference. Generally,
factorization-based techniques work quite well for rigid
motion models. However, for nonrigid motion the two steps
factorization (first rigid followed by nonrigid) often has poor
estimation performance [25,26]. Such approaches refine the
estimation using bundle adjustment or random samplings
techniques [27], and hence requires the entire sequence.

Combined facial texture and features techniques gener-
ally require a large database for the training of the shape
and texture models. Because of the involvement of the
statistical texture model, a large number of model para-
meters need to be estimated. Moreover, these approaches
are computationally expensive [13] due to the required
texture ‘warping’ while aligning the models. Additionally,
direct texture-based motion parameters estimation may
not produce precise point locations compared to feature-

based techniques, especially at face contours and key facial
components. However, it can achieve better overall robust-
ness, and has gained much attention from the model based
coding research groups [29,14].

Recently, methods such as active contour models
(ACM) [30], active shape models (ASM) [23], Bayes tan-
gent shape models (BTSM) [31], active appearance models
(AAM) [32] and their extensions [33–45] gained interest.
The ASM-like techniques (ACM, ASM and BTSM) fall into
the facial features-based techniques, and the AAM-like
methods fall into the combined facial texture and features

techniques. BTSM [31] is proposed to greatly improve the
facial feature extraction by modeling the 2D face shape
variation due to the nonrigid motion and shape difference
among people. The same idea has been generalized to
multi-view face alignment [34] and to 3D face alignment
[36]. More complicated sampling techniques is used to
deeply improve the alignment performance [35]. A regular-
ized ASM [43] imposes a natural smoothness constraint on
the trained shape model to handle local noise. The nonlinear
shape prior, geometric transformation and likelihood of
multiple candidate landmarks constrain a multi-level gen-
erative ASM-like model for robust face alignment [45]. In
[44] the initialization of the face alignment is alleviated by
the optimization with a set of direction classifiers at the
facial component level. Recently, 3D AAM has gained popu-
larity [38–42,46]. 3D AAM algorithms have been introduced
by Ahlberg in [38,39]. A bilinear active appearance model
[40] is proposed to simultaneously model facial appearance
variations caused by pose, identity and expression. The
asymmetry issue is modeled into AAM to further improve
the facial alignment preciseness [42]. In [46] the view-based
AAM and an effective model selection method are used
to estimate the pose of the face. The 3D anthropometric

muscle-based AAM [41] is further integrated into an
extended Kalman Filter (KF) to recover rigid and nonrigid
facial motions.

As part of their use for realistic face modeling, nonrigid
motion models play an important role in facial analysis.
Two main classes of nonrigid models have been proposed
in the literature, the pure geometrically deformable models

and the physics-based models. The former class uses
human knowledge to design nonrigid facial motion bases,
such as the Candide wireframe model [47], or builds an
anthropometric face model using variational techniques
[48], or builds statistical facial shape models based
on a training set, such as ASM [23,11] and AAM [32]. These
techniques generally produce compact and semantic facial
parameterizations to obtain over-constrained modeling sys-
tems and hence gain computational efficiency, however, the
recovered model parameters may be noisy because of the
direct dependency on the measurements. The physics-based
model either defines a mass-spring-damper model [3,49–51]
with physics approximations of explicit setup of the muscle
topology and the extend functions for muscle control; either
builds an elastic thin shell continuum mechanical finite
element model (FEM) [52–54] with better physical approx-
imations of natural facial nonrigid motions. These techniques
provide physically-close models and are, therefore, expected
to produce more smooth, natural and complex facial
motions. Nevertheless, they deal with ill-posed un-con-
strained problems and require regularization terms to intro-
duce additional information.

Even though the current facial analysis techniques
have yielded significant results, their success is limited
by the application conditions, such as precise tracking
under scene variations (person-adapted facial expressions
and illumination changes) while keeping computation
efficiency. Having in mind that (i) physics-based models

are computationally expensive [52], (ii) combined facial

texture and features techniques may produce less precise
point localization in key facial components [13], and (iii)
the estimated 2D facial feature points are noisy, in this
paper, we propose to use a facial features-based technique

with a geometrically deformable model, augmented with
temporal and spatial motion-smoothness constraints. More
precisely, based on previous work described in [55–57], we
start with a precise tracking of 2D facial features [55], which
relies on a cascaded parameter prediction and optimization,
and then fit a parameterized 3D wireframe model [56,57],
the Candide-3 model [47]. The fitting consists of optimally
adjusting the semantic and compact parameters of the 3D
model and is cast as an energy minimization problem. The
energy function includes an external energy which quanti-
fies the matching error between the extracted 2D facial
feature points and the projection of the 3D face model, and
an internal energy imposing temporal and spatial smooth-
ing constraints over the 3D model points. This enables the
precise localization of the key facial feature points, while
avoiding time-consuming texture ‘warping’ and noisy para-
meter estimates.

Our contributions are summarized as follows. Firstly
we propose a novel 2D facial feature extraction method
which relies on a cascaded parameter prediction and
optimization [55]. Secondly we present a novel smooth
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