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a b s t r a c t

In this paper, a novel gate-level strategy for designing Carry-Select adders is proposed. The strategy is

more general than the previously proposed techniques, and accounts for the dependence of multiplexer

delay on its fan-out. Moreover the strategy is simple and systematic, and is helpful for designing Carry-

Select adders with a pencil-and-paper approach. An approximate expression of the minimum delay

achievable is derived to estimate performance before carrying out the design.

The proposed strategy is validated in more than 1000 adders. Analysis confirms that the strategy

leads to a delay which is minimal in most cases, and always within 5.7%.

& 2010 Elsevier B.V. All rights reserved.

1. Introduction

The adder is the fundamental block in datapaths of VLSI digital
circuits, such as microprocessors and DSPs, because addition is
also used to perform a number of operations, such as subtraction,
multiplication, division and address computation [1–4]. Moreover
the speed of a digital integrated circuit is mainly limited by that of
the adder circuit, which usually competes for silicon area and
power consumption [5].

Until now, many adder architectures have been proposed to
improve speed performance, while satisfying specific trade-offs
with area and power consumption. In particular, Carry-Select
adders (hereinafter referred to as CSLs [6]) allow a favorable
performance-area-power trade-off [7–14], especially when re-
duced-area schemes are used [14–17]. Indeed, CSL represents a
nice performance-area-power tradeoff that lies somewhat between
the low power consumption of Ripple Carry adders (O(n) area, O(n)
delay) and the high performance of Carry Look-Ahead (O(nlog(n))
area, O(log(n)) delay) [12]. Thanks to their high performance at a
reasonably low power consumption, Carry-Select adders are widely
employed in mobile applications [11], [18], [19].

The Carry-Select adder is based on the consideration that the
carry propagation (and sum evaluation) in a chain of m full adders
(FAs) can be significantly sped-up, if the result is computed
without waiting for the incoming carry input signal, Cin. To be
more specific, as depicted in Fig. 1, carry and sum outputs are

evaluated in parallel by assuming Cin is equal to 0 and 1,
respectively, and then selecting the correct result through a
multiplexer (MUX) according to the value of Cin [8]. It is worth
noting that, although Fig. 1 includes two different full adder
chains, they can be rearranged to share most of their logic
circuitry, thereby greatly simplifying circuit implementation
[15–17]. In practical CSLs, full adders are divided into Q groups
of Mj bits for j¼1, y, Q, each having the structure shown in Fig. 1,
thus leading to the architecture in Fig. 2.

Here, the MUX in the first group is omitted because its carry
input is equal to that of the adder, available along with the two
operands X and Y at the beginning of the computation [3], [7]. It is
well known that CSL speed performance is greatly affected by the
number of full adders chosen for each group, once full adders and
MUXes are designed at the transistor level in terms of topology
and sizing. Accordingly, the gate-level design aims at optimally
grouping full adders into blocks to minimize the overall worst-
case delay, which is not an easy task.

Until now, several techniques have been proposed to find the
optimum distribution of full adders into blocks, thereby mini-
mizing the delay [20–25]. However, most of these strategies have
been developed in the specific case, where a CSL is used as the
final Carry Propagate adder in a multiplier circuit, in which
different input arrival times are exploited to reduce the adder
delay. Regarding the design of parallel CSL adders, where all input
signals are generated at the same time, to the best of the authors’
knowledge, only [5], [13], [23] and [24] introduce a design
strategy which optimally sets group sizes to minimize the overall
delay. In this case, however, analysis is oversimplified through
approximations which are not satisfied in practical cases (as in the
case of [5], [23] and [24]) or is based on an intuition rather than a
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rigorous analysis (as in the case of [13]), hence they can easily
lead to CSL configuration that is far from being optimum. For
example, delay is assumed to be equal for all multiplexers
regardless of their fan-out, which instead varies greatly in actual
implementations.

In this paper, a gate-level design strategy to minimize the
delay of a parallel Carry-Select adder by optimally sizing full
adder blocks is proposed. The strategy starts from an exact timing
analysis of the CSL adder, while accounting for the dependence of
the MUX delay on its fan-out. The timing analysis is inspired by
the intuitive approach described in [13] of the same authors,
which is herein generalized and rigorously justified and sup-
ported by theorems. From the exact timing analysis, the criteria to
minimize the overall delay are derived. As in the optimization
technique for Carry Skip adders proposed by the same authors in
[26], the resulting design procedure is based on two steps, the
first of which leads to a nearly-optimum CSL adder with a lower
number of bits than the required value. In the second step, the
nearly-optimum adder is completed by adding bits in proper
groups, while minimizing the delay increase due to the insertion
of further bits.

As in the Carry Skip adder optimization technique in [26], the
strategy proposed is simple enough to be used in pencil-and-

paper design. Being based on a rigorous timing analysis, the
strategy is systematic and provides insight into an optimal CSL. In
addition, an approximate closed-form delay expression as a
function of the full adder and MUX delay is provided to estimate
the minimum achievable delay before the design. In this manner,
the gate-level design is related to the transistor-level design,
allowing for better optimization at both levels. The proposed
strategy has been validated by comparing the resulting delay to
the optimum block sizing obtained through exhaustive analysis.
Results confirm that this strategy leads to an optimum adder in
typical cases, and only in a very few cases does it have a delay
greater than the minimum by at most 5.7%.

The timing analysis and the optimization of CSL are addressed in
Section 2, and a practical design strategy is derived in Section 3. This
design procedure is then clarified through an example and validated
for a wide range of cases in Section 4. Finally, conclusions are
reported in Section 5, while routine calculations have been placed in
three appendices to improve the readability of the paper.

2. Timing analysis of carry-select adders

Let us consider a parallel N-bit adder, whose operands X¼XN,
XN�1, y, X1 and Y¼YN, YN�1, y, Y1 are applied at time t¼0. The
i-th digit Si of the sum output is given by

Si ¼ Xi � Yi � Ci�1 ð1Þ

with Ci�1 being the carry output generated by the (i�1)-th digits,
or equivalently the carry input that affects the evaluation of the i-
th digit, which is recursively defined by the following relationship

Ci ¼ XiYiþCi�1ðXi � YiÞ: ð2Þ

In a Carry-Select adder, relationships (1)–(2) are implemented
by cascaded full adder gates grouped into Q blocks. As depicted in
Fig. 2, the generic j-th block evaluates Mj digits of the sum output
(with j¼1, y, Q) and its carry output Cout,j (i.e., the carry output
associated with its last digit).

In the generic j-th block, after multiplexer MUXj selects its
correct carry output, it receives input signals from the carry
output of the two full adder chains within time tin,j equal to [5]

tin,j ¼MjtCARRY ð3Þ

where the full adder carry delay tCARRY is defined as the time
needed to generate its carry output once all its inputs have been
applied (assuming the worst case where the carry propagates
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Fig. 1. Structure of an M-bit full adder chain in a carry-select adder.
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Fig. 2. Architecture of an N-bit carry-select adder with Q blocks.
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