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1 Toward a group contribution method for determination of speed of
sound in saturated liquids
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13 In this study, a group contributionmodel is presented for the estimation of the saturated liquid speed of sound of
14 pure chemical compounds. A data set comprised of 1667 experimental data for 74 chemical compounds was ex-
15 tracted from the NIST ThermoData Engine and used to develop and test themodel. The least squares support vec-
16 tor machine-group contribution (LSSVM-GC) model uses the occurrences of a set of 43 chemical substructures

17(to constitute a compound) in addition to temperature to represent/predict the saturated liquid speed of
18sound. The proposed model produces a low average absolute relative deviation (AARD) of less than 0.6% taking
19into consideration all 1667 experimental data values.
20© 2014 Elsevier B.V. All rights reserved.
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25 1. Introduction

26 Speed of sound is in an important property in thermodynamics. Like
27 density, it can be measured with a high level of experimental accuracy,
28 typically at least one order of magnitude greater than other thermody-
29 namic quantities. Density has been conventionally used for the develop-
30 ment of models for saturated pure liquids, however recently greater
31 attention has been given to speed of soundmeasurements for the devel-
32 opment of rigorous models capable of describing fluid properties over a
33 wide range of temperatures and pressures. Quick and highly accurate
34 measurement capabilities for the speed of sound make it a reliable
35 quantity to measure in order to represent other thermodynamic prop-
36 erties with high precision. Almost all observable thermodynamic prop-
37 erties of a fluid phase can be directly obtained from the speed of sound
38 by integration of partial differential equations which relate it to the
39 other thermodynamic properties. This procedure of indirect determina-
40 tion of thermodynamic properties via speed of sound offers promising
41 predictions over conventional direct approaches.
42 An important application of speed of sound is to determine the heat
43 capacities of liquids along with p − ρ − T data. This method may be a
44 good alternative approach instead of the conventional calorimetric
45 method. Furthermore, the heat-capacity ratio γ and the isentropic
46 compressibility κs of pure liquids can be related to speed of sound. The

47latter offers a promising experimental route to measure these thermo-
48dynamic properties.
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At high pressures where measuring p− ρ− T data can generally be
59difficult, speed of sound measurements in liquids is probably of the
60greatest value [1].
61Although there are some models that can be used just to estimate
62the speed of sound of single compounds [2–11], there is no general
63method for the estimation of the speed of sound of saturated liquids
64for awide range of temperatures. A few available estimation approaches
65for speed of sound for a wide range of temperatures are restricted to
66mixtures and are based on equation of states [12].
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67 In this study a new group contribution method is proposed for the
68 estimation of saturated liquid speed of sound of pure compounds. This
69 model is based on the least squares support vector machine approach
70 (LSSVM).

71 2. Methodology

72 2.1. Data preparation

73 In order to develop a reliable and accurate model, the use of a high
74 quality data set is of great importance. For this purpose, the ThermoData
75 Engine of the National Institute of Standard and Technology [13] was
76 used in the present work to provide 1667 saturated liquid speed of
77 sounddata for 74 pure chemical compounds. Thedata are used to devel-
78 op and test the model. Information about the name of the compounds
79 and the original reference for each data point are presented as supple-
80 mentary materials (see table mmc1).
81 As part of the method development, the database is divided into
82 three parts: “training”, “validation” and “test” sets. The “training” set is
83 used to develop the model. The “validation” set is used to tune and op-
84 timize the model. The “test” set is used to check the capability of the
85 model to predict speed of sound data whichwas not used inmodel der-
86 ivation. In this study, K-means clustering is applied to select the training,
87 the validation, and the test sets. K-means clustering is a method of
88 cluster analysis, which aims to partition n observations into k clusters
89 in which each observation belongs to the cluster with the nearest
90 mean. According to a rule of thumb [14], nearly 80% (1335 data points),
91 10% (166 data points), and 10% (166 data points) of the database
92 are assigned to the “training”, the “validation”, and the “test” sets,
93 respectively.

94 2.2. Development of new group contributions

95 The first step in developing a group contribution model is to deter-
96 mine which set of chemical substructures can be most efficient in
97 describing the desired property under consideration.
98 In the next step, it is required to select the most efficient subset of
99 substructures which can describe the desired property with highest ac-
100 curacy. It should be noted that great attention should be paid when
101 choosing the most efficient subset of chemical substructures to avoid
102 selecting those substructures that have noor low contribution to thede-
103 sired property. The lattermakes the problemof developing a group con-
104 tribution model difficult. Therefore, there is a requirement to develop
105 new strategies. Another obstacle in developing a group contribution
106 model is to determine how the desired property can be related to the
107 most efficient subset of chemical substructures. In most cases the pro-
108 cess of introducing the most efficient subset of chemical substructures
109 and the developing the model are considered as two separate steps:

110 1. Introducing the most efficient chemical substructures according to
111 some rule of thumb, some basic findings about how to decompose
112 a chemical structure to its basic units, or their effectiveness on
113 other physical properties.

114 2. Determining the contribution of each chemical substructure on the
115 desired property using a multivariate linear regression method (in
116 some cases, it is possible to develop some nonlinear correlations
117 based on the linear contribution of each chemical substructures.)

118 In order to avoid choosing irrelevant chemical substructures, a sub-
119 set variable selection strategy was employed. Also, nonlinear regression
120 methods were implemented to develop the group contribution model
121 for cases in which multivariate linear regression methods give poor
122 results.
123 As a result, a combination of sequential search algorithm as a subset
124 selection technique and least squares support vector machine (LSSVM)
125 as a non-linear regression method is implemented in this study.

126The sequential search [15] algorithm uses the following steps to se-
127lect the most efficient and optimum number of chemical substructures
128[15]:

129I.) Each chemical substructure present in themodel is excluded, one
130at a time, and is replaced by all the excluded chemical substruc-
131tures, one at a time. For each replacement, the value of the statis-
132tical parameter which is optimized is calculated and stored.
133II.) After all the substitutions are performed, if the best optimized
134parameter obtained during the replacement procedure is better
135than the previous value, the old model is substituted by the
136best newmodel. In this case, theprocedure is iteratively repeated
137for the newmodel. Otherwise, if the best optimized parameter is
138worse than the previous value, the procedure ends and a new
139model among the initially selected models is taken into
140consideration.

141Just after selection of the most efficient subset of chemical struc-
142tures, the least squares method is used to develop a non-linear model.
143Although the ANN-based models have generally proven to provide
144high accuracy [16], they may have the disadvantages of non-
145reproducibility of results, partly as a result of random initialization of
146the networks and variation of the stopping criteria during optimization.
147The support vector machine (SVM) is a well-known strategy developed
148from the machine-learning community. The SVM is considered as a
149non-probabilistic binary linear classifier. The following criteria indicate
150most of the advantages of the SVM-based methods over the traditional
151methods based on the ANNs [17–19,14]:

1521. Greater probability for convergence to the global optimum;
1532. Normally find a solution that can be quickly obtained by a standard
154algorithm;
1553. No need to determine the network topology in advance, which can
156be automatically determined as the training process ends;
1574. Over-fitting complications are less probable in SVM schemes;
1585. No requirements for choosing the number of hidden nodes;
1596. Acceptable generalization performance;
1607. Fewer adjustable parameters;
1618. They require convex optimization procedures.
1629. The model has only two parameters.

163Support VectorMachines (SVM)has been preliminarily proposed for
164classification problems utilizing the hyperplanes to define decision
165boundaries between the experimental data points of different classes.
166In this regression technique, the experimental data points from the
167input space aremapped into a high dimensional or even infinite dimen-
168sional feasible region (margin) using a definite function, in which a
169maximal separating plane is constructed. The objective of a SVM calcu-
170lation step is to find the optimum hyper-plane, fromwhich the distance
171to all of the experimental data points is minimum.
172For the set of data with the form of x= {(x1, y1),…,(xn, yn)}, the SVM
173method uses the following relation to express the separating plane in
174the input space of the problem [17–19]:

f xð Þ ¼ wTxþ b: ð6Þ
176176

Subject to the following constraint when the data of two classes are
177separable:

f xið Þ≥1 if yi ¼ þ1
f xið Þ≤−1 if yi ¼ −1

�
ð7Þ

179179where, x denotes the input vector of parameters of the model;w repre-
sents the nonlinear function that maps the input space to a high-

180dimension feature space and performs linear regression; y denotes the
181outputs; b is the bias term; and superscript T denotes the transpose
182matrix. Support Vectors (SVs) are those points that satisfy the afore-
183mentioned constraints [18,19,14].
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