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a b s t r a c t

We present a theoretical description of the spectra of electrons elastically scattered from thin double lay-
ered Au–C samples. The analysis is based on very large scale Monte Carlo simulations of the recoil and
Doppler effects in reflection and transmission geometries of the scattering at a fixed angle of 44.3� and
a primary energy of 40 keV. The effect of the multiple scattering on intensity ratios, peak shifts and
broadenings, for four cases of measurement geometry and layer thickness, are shown. Our Monte Carlo
simulations are in good agreement with the experimental observations.

� 2010 Elsevier B.V. All rights reserved.

1. Introduction

In recent times the recoil energies of scattered electrons for
atoms with large mass difference can be well resolved by using
an energetic electron beam from a few keV range [1–3] to a few
tens of keV [4–7]. This technique is called Electron Rutherford
Backscattering Spectroscopy (ERBS), which relies on the quasi-
elastic electron-atom scattering. In this case, we take advantage
of the fact that the energy of the elastically scattered electrons is
shifted from the primary values due to the momentum transfer be-
tween the primary electron and the target atoms (recoil effect).
Thereby, the peak due to electrons scattered elastically splits into
component peaks, which can be associated with the electrons scat-
tered mainly from different target atoms of the sample, respec-
tively. Furthermore, the thermal motion of the scattering atoms
causes broadening in the primary electron energy distribution,
usually referred to as Doppler broadening.

The signal of the elastically scattered electrons holds important
information from the complex many-body interactions between
the electrons and the target material. From the accurate determi-
nation of the full width at half maximum (FWHM) of the peaks,
the average kinetic energy of the atoms in the solid can be deter-
mined. Moreover, from the accurate peak shape analysis we can
determine the Compton profile [8] or we can prognosticate differ-
ent fine interaction processes like, for example final state interac-
tions. Applying electrons with higher energies ðE > 10 keVÞ,
besides the fundamental research interest, can highlight important
technical applications and may give data for analytics. For exam-
ple, from the measurement of the relative peak intensities we
can estimate the thickness of the layer where the signal originates.

So far, many experiments have been done using both non-relativ-
istic and relativistic primary electron energies. However, the de-
tailed and critical theoretical analysis, taking into account the
effect of the different types of scattering on the measurable quan-
tity, and thereby the test of the validity of the single scattering ap-
proach used mostly in the interpretation of the experimental data,
is still missing. In this work an accurate Monte Carlo simulation is
presented for a double layer sample, in order to simulate the spec-
trum of elastically scattered electrons having 40 keV primary
energy.

2. Theory

Our model is based on the following assumptions: (a) The sam-
ple consists of two homogeneous and amorphous layers with ide-
ally flat surfaces and interface (see Fig. 1). (b) The inelastic mean
free path (IMFP) within the given layer is constant, and it does
not change even in the vicinity of the interface. (c) The surface
losses in vacuum were not taken into account (which is reasonable
in the case of 40 keV primary energy). (d) For the description of the
elastic scattering cross sections we use the calculations for free
atoms, solving the Dirac–Hartree–Fock–Slater wave functions [9].
(e) We suppose that the energy loss of elastically scattered elec-
trons can be calculated within the impulse approximation. In this
case the lost energy of the electron following one elastic collision
on the static target atom can be calculated as:

Er0 ¼
2mE0

M
1þ E0

2mc2

� �
ð1� cos h0Þ; ð1Þ

where E0 and h0 is the initial energy and the scattering angle of the
electron, m and M is the rest mass of the electron and the target
atom, c is the velocity of the light in vacuum. The factor,
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1þ E0
2mc2

� �
, is the relativistic correction. For E0 ¼ 40 keV this relativ-

istic correction causes a 3.9% increase. If we suppose that the target
atom is moving, the energy loss after one elastic collisions ðErÞ can
be written as:

Er ¼ Er0 1þ f ð#;u; h0Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Me
mE0

1� E0

2mc2

� �s" #
; ð2Þ

where f ð#;u; h0Þ ¼ cos#� sin h0 sin# cos uð1� cos h0Þ�1, e is the ki-
netic energy of the moving target atom, # and u characterize the
direction of the motion of the target atom with respect to the veloc-
ity of the primary electron and to the scattering plane, respectively.
Furthermore, we suppose that the velocity distribution of the mov-
ing target atoms in the sample is isotropic and the kinetic energy
can be described by the Maxwell–Boltzmann type function:

PðeÞde ¼ 3
ffiffiffi
3
p
ffiffiffiffiffiffiffi
2p
p

ffiffiffi
e
p

�e3=2 exp �3e
2�e

� �
de; ð3Þ

where �e is the average kinetic energy of the atoms in the given
layer. This value can be selected freely, but at room temperature,
in many cases, �e can have a value only a little higher than 3

2 kT .
The random motion of the electron in the sample is followed in

the XYZ coordinate system (see Fig. 1). In the usual way, random
numbers describe the distances between two scattering points,
the type of the scattering (elastic or inelastic), and the scattering
angle for the case of elastic collisions ðh;/Þ. The inelastic mean free
paths (IMFP) differ significantly in the two layers, therefore, we
take special care of the electrons crossing the interface in the accu-
rate determination of IMFP. Furthermore, for the case of elastic col-
lisions, the energy loss is also calculated by Eq. 2 using randomly
generated angles, # and u, and by the help of randomly generated
kinetic energy, e, from the corresponding Maxwell–Boltzmann en-
ergy distribution.

3. Results and discussion

The Monte Carlo code was applied for four different cases, for
two Au–C double layer samples in reflection and transmission
mode. The first sample consisted of d1 ¼ 1 Å gold layer on the
top of d2 ¼ 90 Å thick carbon foil and the second one consisted of
d1 ¼ 2 Å gold layer on the top of carbon foil with thickness of
d2 ¼ 1400 Å . Our recent choice of the primary energy, incident
and scattering angles was highly motivated by the experimental
data published in [5,6]. The incident angle, h1, was 112.15� in the
reflection and 157.85� in the transmission geometry. According
to the nominal value of the scattering angle (h0 ¼ 44:3�, which

was the same in all cases), the corresponding values of the emis-
sion angle ðh2Þ were 67.85� in the reflection and 157.85� in the
transmission geometry, respectively. Naturally, for the case of the
real solid angle of the electron collection ðDX ¼ 0:03 srÞ the values
of the scattering and emission angles can vary within the allowed
angles in the range of DX. We note that the angular dispersion for
the incident beam was neglected in our simulation.

The other input data of the Monte Carlo simulations were as fol-
low: The atomic densities are qðAuÞ ¼ 19:3 g=cm3 and qðCÞ ¼
2:0 g=cm3. The corresponding inelastic mean free paths are
kiðAuÞ ¼ 252:4 Å and kiðCÞ ¼ 530:3 Å. The elastic mean free paths
are keðAuÞ ¼ 48:5 Å and keðCÞ ¼ 616:8 Å. The total mean free paths
are kðAuÞ ¼ 40:7 Å and kðCÞ ¼ 285:1 Å.

We used �e ¼ 108 meV for the average kinetic energy of the C
atoms. This value corresponds to the value obtained from the neu-
tron scattering experiments [10], and also with our findings using
electron spectroscopy measurements [1]. We use �e ¼ 40 meV for
the case of the gold target, because the Debye temperature is
rather low for gold (165 K), and therefore it can not be expected
to be significantly different compared to the value of 3

2 kT.
We performed theoretical experiments and we followed 1011 pri-

mary electron trajectories for each collision system. Besides the to-
tal yield and spectra of the elastically scattered electrons, many
partial yields and spectra were also stored for the investigation
of the effect of various type of scattering and geometry. The main
parameters of the single scattering from double layered samples,
such as scattering probabilities, peak shifts, and peak widths, can
be calculated analytically [11]; therefore, we used two partial dis-
tributions, namely the energy distributions of the single scattering
on gold and carbon atoms for the test of our Monte Carlo results.
We found that the corresponding data are in excellent agreement
with each other within 0.1%. With the help of three further partial
distributions, (two distributions of the multiple scattering on the
gold atoms only, and on the carbon atoms only, and finally the en-
ergy distribution of the multiple scattered electrons when both tar-
get atoms contribute to the process) the effect of the multiple
scatterings on the intensity ratios of the gold and carbon peaks,
the peak shifts and the peak widths were investigated.

In the real experimental condition the angular spread of the pri-
mary electron beam and the DX angular range for the detection al-
lows significant fluctuation in the scattering angle, and in the
corresponding angular differential cross sections. This can influ-
ence the measured peak shift, width, shape, and area. Therefore,
we also performed the numerical integration of the analytical
expressions for single scattering supposing infinitesimally small
solid angle, dX, over the finite solid angle, DX. In our present case,
the finite solid angle, DX ¼ 0:03sr was divided into 4000 solid an-
gle elements (both in azimuth and polar angles, dXij) and for all
dXij the corresponding scattering angle, peak shifts, and width
were calculated. Then, by using of the elementary yields as a
weighting factor, the correct data for finite solid angle, DX, can
be obtained. These data can differ from that of the data calculated
using the nominal value of the scattering angle of h0 ¼ 44:3�. In our
present case, for the four Au and C peaks it gives 1–4% less yield, on
average 3.6% higher peak separation and 2.7% higher peak widths
in comparison with the real (integrated) values. We also compared
the analytical results integrated over the finite solid angle DX with
the results of our Monte Carlo calculations for single scatterings.
We found that the data are in agreement within the statistical fluc-
tuation and in most of the cases this agreement better than 0.1%.
We consider this excellent agreement as an additional accurate
test of our Monte Carlo calculation for the case of the single scat-
terings. Integrating over the finite solid angle modifies the peak
shape, and the peak become asymmetric. This can be seen in Fig. 2.

The shape of the curve ð�e ¼ 0 meVÞ in Fig. 2 is determined
mainly by the change of the differential elastic scattering cross sec-

Fig. 1. Schematic view of the double layer Au–C sample and the geometry of the
scattering used in our calculations. h0 ¼ 44:3� is the scattering angle. N1 and N2 are
the atomic densities, k1 and k2 are the mean free paths and d1 and d2 are the
thicknesses, layer by layer.
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