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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract

Heat demand forecasting is in one form or another an integrated part of most optimisation solutions for district heating and 
cooling (DHC). Since DHC systems are demand driven, the ability to forecast this behaviour becomes an important part of most 
overall energy efficiency efforts. 
This paper presents the current status and results from extensive work in the development, implementation and operational 
service of online machine learning algorithms for demand forecasting. Recent results and experiences are compared to results 
predicted by previous work done by the authors. The prior work, based mainly on certain decision tree based regression 
algorithms, is expanded to include other forms of decision tree solutions as well as neural network based approaches. These 
algorithms are analysed both individually and combined in an ensemble solution. Furthermore, the paper also describes the 
practical implementation and commissioning of the system in two different operational settings where the data streams are 
analysed online in real-time. 
It is shown that the results are in line with expectations based on prior work, and that the demand predictions have a robust 
behaviour within acceptable error margins. Applications of such predictions in relation to intelligent network controllers for
district heating are explored and the initial results of such systems are discussed.
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1. Introduction

Operational data analytics where traditional engineering and modern data science solutions are merged is a 
driving force behind the development of innovative 4th generation district heating networks as well as the upgrading 
of current 3rd generation systems [1]. A key aspect of most such energy efficiency schemes is the ability to predict 
future behaviour within the network. Since district heating, by basic design, is demand driven, it follows that 
demand predictions are vital to the success of such endeavours. Heat demand is also an important support tool for 
traditional optimisation schemes due to the substantial time delays in heat delivery throughout a district heating 
system. By using heat demand forecasting in such situations it is possible to increase the efficiency of heat 
generation in relation to the actual heat demand within the dispersed topology of the heating grid. Furthermore, the 
ability to control the demand is at the core of many operational optimisation solutions relating to smart grid 
technology such as demand side management and active load control, which further increases the value of heat 
demand forecasting [2].

1.1. Demand forecasting in district heating

The heat demand in a district heating system generally originates from space heating and tap water heating. 
While space heating is primarily weather dependent, the tap water usage is related to social behaviour [3]. This 
combination leads to a nonlinear, stochastic and non-stationary characteristic of the system that increases the 
complexity of any sufficiently good solution [4]. Furthermore, the development of modern real-time supervision 
systems increase the availability of real-time data, which although providing a valuable resource for extensive data 
analytics also increases the complexity of the situation.

Demand forecasting in district heating systems is not a new subject. Throughout the years a number of 
forecasting approaches have been proposed, including statistical models as well as machine learning solutions such 
as neural networks [5]. The statistical approach is normally focused on trying to separate the weather dependent 
heating demand from the tap water usage based on social behaviour. Such solutions can range from rather simple 
solutions, featuring linear functions, to more complex solutions combining physical knowledge of the system with 
statistical modelling [6, 7]. Using the physical knowledge of the network as a basis together with statistical models 
for identifying system parameters is also underpinning other similar approaches [8], in which the Box-Jenkins 
methodology is applied to an autoregressive moving average model (ARMA). The use of statistical models for 
demand forecasting also includes the application of seasonal autoregressive integrated moving average models 
(SARIMA) in which the forecasting values are derived using Kalman filtering [9].  

The other major branch of demand forecasting is based on more machine learning related approaches such as 
neural networks or support vector machines [10, 11, 12]. This should in theory increase the ability of the solution to 
handle nonlinear and non-stationary behaviour in the data. These ideas have since been further explored, e.g. by 
introducing recurrent neural networks to improve the ability to handle non-stationary heat demands [13].

There are many influencing factors making up the total heat demand in a district heating system and it is in 
practice impossible to make an exact model of this behaviour. This is a contributing factor to the use of both 
statistical models and machine learning approaches in which exact physical models are not required. Furthermore, in 
addition to being dependent on the quality of historical data, the forecasting is also conditioned on the quality of the 
influencing factors during operational usage. For example, many demand forecasting models make use of an 
outdoor temperature forecast, which in itself can be of varying quality. 

1.2. Machine Learning

Machine Learning is a methodology for finding and describing structural patterns in data [14]. Machine learning 
is a subfield of computer science and is usually regarded as a part of artificial intelligence research. The basic idea 

© 2017 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Scientific Committee of The 15th International Symposium on District Heating and Cooling.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.egypro.2017.05.068&domain=pdf


	 Christian Johansson et al. / Energy Procedia 116 (2017) 208–216� 209

Available online at www.sciencedirect.com

ScienceDirect
Energy Procedia 00 (2017) 000–000

www.elsevier.com/locate/procedia

1876-6102 © 2017 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Scientific Committee of The 15th International Symposium on District Heating and Cooling.

The 15th International Symposium on District Heating and Cooling

Operational Demand Forecasting In District Heating Systems Using 
Ensembles Of Online Machine Learning Algorithms

Christian Johanssona*, Markus Bergkvista, Davy Geysenb,c, Oscar De Somerb,c, Niklas 
Lavessond, Dirk Vanhoudtb,c

aNODA, Biblioteksgatan 4, 374 35 Karlshamn, Sweden
bEnergyVille, Thor Park 8310, 3600 Genk, Belgium

cVITO, Boeretang 200, 2400 Mol, Belgium
dBleking Institute of Technology (BTH), 371 79 Karlskrona, Sweden

Abstract

Heat demand forecasting is in one form or another an integrated part of most optimisation solutions for district heating and 
cooling (DHC). Since DHC systems are demand driven, the ability to forecast this behaviour becomes an important part of most 
overall energy efficiency efforts. 
This paper presents the current status and results from extensive work in the development, implementation and operational 
service of online machine learning algorithms for demand forecasting. Recent results and experiences are compared to results 
predicted by previous work done by the authors. The prior work, based mainly on certain decision tree based regression 
algorithms, is expanded to include other forms of decision tree solutions as well as neural network based approaches. These 
algorithms are analysed both individually and combined in an ensemble solution. Furthermore, the paper also describes the 
practical implementation and commissioning of the system in two different operational settings where the data streams are 
analysed online in real-time. 
It is shown that the results are in line with expectations based on prior work, and that the demand predictions have a robust 
behaviour within acceptable error margins. Applications of such predictions in relation to intelligent network controllers for
district heating are explored and the initial results of such systems are discussed.

© 2017 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Scientific Committee of The 15th International Symposium on District Heating and 
Cooling.

* Corresponding author. Tel.: +46 735 30 95 02.
E-mail address: cj@noda.se

2 Bergkvist, Geysen, De Somer, Lavesson and  Vanhoudt / Energy Procedia 00 (2017) 000–000

Keywords: district heating and cooling networks; heat load forecast; algorithms; machine learning

1. Introduction

Operational data analytics where traditional engineering and modern data science solutions are merged is a 
driving force behind the development of innovative 4th generation district heating networks as well as the upgrading 
of current 3rd generation systems [1]. A key aspect of most such energy efficiency schemes is the ability to predict 
future behaviour within the network. Since district heating, by basic design, is demand driven, it follows that 
demand predictions are vital to the success of such endeavours. Heat demand is also an important support tool for 
traditional optimisation schemes due to the substantial time delays in heat delivery throughout a district heating 
system. By using heat demand forecasting in such situations it is possible to increase the efficiency of heat 
generation in relation to the actual heat demand within the dispersed topology of the heating grid. Furthermore, the 
ability to control the demand is at the core of many operational optimisation solutions relating to smart grid 
technology such as demand side management and active load control, which further increases the value of heat 
demand forecasting [2].

1.1. Demand forecasting in district heating

The heat demand in a district heating system generally originates from space heating and tap water heating. 
While space heating is primarily weather dependent, the tap water usage is related to social behaviour [3]. This 
combination leads to a nonlinear, stochastic and non-stationary characteristic of the system that increases the 
complexity of any sufficiently good solution [4]. Furthermore, the development of modern real-time supervision 
systems increase the availability of real-time data, which although providing a valuable resource for extensive data 
analytics also increases the complexity of the situation.

Demand forecasting in district heating systems is not a new subject. Throughout the years a number of 
forecasting approaches have been proposed, including statistical models as well as machine learning solutions such 
as neural networks [5]. The statistical approach is normally focused on trying to separate the weather dependent 
heating demand from the tap water usage based on social behaviour. Such solutions can range from rather simple 
solutions, featuring linear functions, to more complex solutions combining physical knowledge of the system with 
statistical modelling [6, 7]. Using the physical knowledge of the network as a basis together with statistical models 
for identifying system parameters is also underpinning other similar approaches [8], in which the Box-Jenkins 
methodology is applied to an autoregressive moving average model (ARMA). The use of statistical models for 
demand forecasting also includes the application of seasonal autoregressive integrated moving average models 
(SARIMA) in which the forecasting values are derived using Kalman filtering [9].  

The other major branch of demand forecasting is based on more machine learning related approaches such as 
neural networks or support vector machines [10, 11, 12]. This should in theory increase the ability of the solution to 
handle nonlinear and non-stationary behaviour in the data. These ideas have since been further explored, e.g. by 
introducing recurrent neural networks to improve the ability to handle non-stationary heat demands [13].

There are many influencing factors making up the total heat demand in a district heating system and it is in 
practice impossible to make an exact model of this behaviour. This is a contributing factor to the use of both 
statistical models and machine learning approaches in which exact physical models are not required. Furthermore, in 
addition to being dependent on the quality of historical data, the forecasting is also conditioned on the quality of the 
influencing factors during operational usage. For example, many demand forecasting models make use of an 
outdoor temperature forecast, which in itself can be of varying quality. 

1.2. Machine Learning

Machine Learning is a methodology for finding and describing structural patterns in data [14]. Machine learning 
is a subfield of computer science and is usually regarded as a part of artificial intelligence research. The basic idea 



Download English Version:

https://daneshyari.com/en/article/5445288

Download Persian Version:

https://daneshyari.com/article/5445288

Daneshyari.com

https://daneshyari.com/en/article/5445288
https://daneshyari.com/article/5445288
https://daneshyari.com

