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ABSTRACT
At present, ensemble learning has exhibited its great power in sta-
bilizing and enhancing the performance of some traditional variable
selectionmethods such as lasso and genetic algorithm. In this paper,
a novel bagging ensemble method called BSSW is developed to
implement variable ranking and selection in linear regression mod-
els. Its main idea is to execute stepwise search algorithm onmultiple
bootstrap samples. In each trial, a mixed importance measure is
assigned to each variable according to the order that it is selected
into final model as well as the improvement of model fitting resulted
from its inclusion. Basedon the importancemeasure averaged across
some bootstrapping trials, all candidate variables are ranked and
then decided to be important or not. To extend the scope of applica-
tion, BSSW is extended to the situation of generalized linear models.
Experiments carried out with some simulated and real data indicate
that BSSW achieves better performance in most studied cases when
compared with several other existing methods.
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1. Introduction

Variable selection is always an important topic in statistical modeling since it can signif-
icantly enhance estimation and prediction accuracy, and improve interpretability. Cur-
rently, large amounts of high-dimensional data have emerged in many research and
application areas because it is much more convenient to collect data than ever before.
However, more variables do not necessarily imply that higher prediction accuracy can be
obtained. At the same time, a large number of variables often prevent us from explaining
how the exploratory variables influence our interested outcome. When facing with high-
dimensional data, it is commonly believed that there are only a few variables playing an
important role, namely, the model is usually sparse. As a result, it is particularly impor-
tant to detect truly important variables to achieve high accuracy for prediction purpose or
to identity relevant variables for interpretation purpose. In order to achieve this objective,
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