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A B S T R A C T

The nano-manipulation approach that combines Focused Ion Beam (FIB) milling and various imaging and
probing techniques enables researchers to investigate the cellular structures in three dimensions. Such fusion
approach, however, requires extensive effort on locating and examining randomly-distributed targets due to
limited Field of View (FOV) when high magnification is desired. In the present study, we present the develop-
ment that automates ‘pattern and probe’ particularly for single-cell analysis, achieved by computer aided tools
including feature recognition and geometric planning algorithms. Scheduling of serial FOVs for imaging and
probing of multiple cells was considered as a rectangle covering problem, and optimal or near-optimal solutions
were obtained with the heuristics developed. FIB milling was then employed automatically followed by
downstream analysis using Atomic Force Microscopy (AFM) to probe the cellular interior. Our strategy was
applied to examine bacterial cells (Klebsiella pneumoniae) and achieved high efficiency with limited human in-
terference. The developed algorithms can be easily adapted and integrated with different imaging platforms
towards high-throughput imaging analysis of single cells.

1. Introduction

The emergence of nanotechnology in recent years has provided
unlimited possibilities to acquire structural and chemical maps of cells
at unprecedented resolution (De Jonge and Ross, 2011; Malucelli et al.,
2014; Goldstein et al., 2012). Nanoscale analytical tools, typically ori-
ginated from material science, have been actively translated to the
biomedicine field. For example, atomic force microscopy (AFM) has
been employed to probe the surface of single cells to obtain topological
and mechanical signatures (Dufrene et al., 2013; Muller and Dufrene,
2008). Modulus data obtained from tissue samples by AFM also provide
an additional insight to that of conventional pathological analysis for
cancer patients (Plodinec et al., 2012; Cross et al., 2007). By collecting
the secondary ions generated from the target surface, secondary ion
mass spectrometry (SIMS) previously limited to material research, now
allows mapping of different chemical species on the cell surface with a
resolution approaching 100 nm (Musat et al., 2012; Kraft et al., 2006;
Utlaut, 2014).

Recently, nanoscale surface milling on cells has become feasible
with Focused Ion Beam (FIB) aiming for structural and chemical ima-
ging of cellular interiors (Heymann et al., 2006; Heymann et al., 2009;

Rigort et al., 2012). The concept is to employ highly focused ions as a
‘nano-scalpel’ to precisely cut the target cell. Subsequently, downstream
applications including Synchrotron X-ray, SIMS and Atom Probe To-
mography (APT) can then be executed (Szakal et al., 2011; Narayan
et al., 2012; James et al., 2013). The cells were prepared primarily with
a freeze drying protocol followed by transferring to different instru-
ments for patterning, and the cellular compositions were expected to be
preserved to a large extent (Szakal et al., 2011). Ion beam induced
damage is also considered to be minimal, as suggested by simulations
and previous experiments (Bassim et al., 2012). Iteratively using FIB
patterning and AFM probing allows unique three dimensional in-
vestigations of the interior of cells and tissues (Liu et al., 2014; Chan
et al., 2009), and cellular chemistry or delivered drugs/molecules in
any arbitrary subcellular location can be probed with carefully planned
patterning and probing.

To date, a tremendous amount of effort is required each time to
perform the ‘pattern and probe’ approach enabled with FIB and other
analytical techniques for single cells. High precision, as one of the
preferred characteristics, is attained by limiting the pixel/step size
during patterning and downstream analysis (Inkson et al., 2001). Ty-
pically the corresponding Field of View (FOV) can only cover a very
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limited number of cells (Goldstein et al., 2012). Due to the random
nature of biological samples, each individual cell needs to be re-
cognized, and tedious manual selection and operation are constantly
required for multiple cells. This challenge results in a significant low
throughput of this novel approach (Goldstein et al., 2012), and also
prevents acquiring data from a large population for statistical com-
parisons. The aim of the present study is to develop a platform based on
the newly proposed cellular milling approach to perform automated
‘pattern and probe’ for single cell analysis. After initial imaging of the
sample with scanning electron microscopy (SEM), feature recognition
algorithm is utilized to identify the target cell. Geometric planning of
patterning and probing is then executed through mathematical mod-
elling and optimization algorithms. We demonstrate the first prototype
system by automatically probing a population of drug-resistant bac-
terial strain (Klebsiella pneumoniae).

2. Materials and methods

2.1. Feature recognition of target cells

The proposed algorithm was applied to examine bacterial cells (K.
pneumoniae), and the details of the sample preparation protocols were
reported previously (Liu et al., 2014). Considering that only the pre-
pared cells are the subjects of milling, areas containing cells should be
precisely segmented from background for subsequent planning scheme.
Upon acquiring the initial SEM image, single bacterial cells on solid
substrate were identified first with the sufficient resolution provided
and signal-to-noise to acquire the geometric coordinates. Gaussian filter
was first applied to reduce the noise level. The standard deviation for
creating the filter kernel was set to 1. A unique transformation kernel
was generated for each of the input images. Entry value of the filter
kernel was determined by the equation of 2D Gaussian function:
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(Ferreira and Rasband, 2012; Maini and Aggarwal, 2009). The input
image was convolved with the above two kernels, and vertical and
horizontal derivatives were approximated. Final images were obtained
by replacing the pixels with the computed square root on the sum of Gx

and Gy. Manual thresholding was also performed in parallel to visually
confirm the recognition of cells. Without loss of generality, the geo-
metric coordinates of the final polygons which represented the cells
were exported for geometric planning (Fig. 1a).

2.2. Geometric planning and optimization

For most imaging and fabrication instruments, FOV is defined as a
bounded region, a typical rectangle shape (bounding box), covered by
electron/ion beam scanning or AFM cantilever probing without stage
movement. The size of FOV is controlled by the aperture and control
units of the instruments, and a larger size FOV (lower magnification) is
usually chosen for larger features if lower resolution is acceptable
(Utlaut, 2014; Giannuzzi, 2006). An FOV of reduced size is required for
patterning or scanning at higher resolution. Different from the polygon
covering problem encountered in the mask-making process of in-
tegrated-circuit manufacture which requires partition of a large target
polygon (Reckhow and Culberson, 1987; Cheng and Lin, 1989;
Hegedüs, 1982; Lubiw, 1990; Franzblau and Kleitman, 1984), an in-
dividual polygon that represents single cell is presumably coverable by
one single rectangle (FOV) for most milling or probing applications.
Hence decomposition of individual polygon in previous studies is not

applicable in this research. To probe a population of recognized cells,
the primary challenge for automation is to find an optimal series of
bounding boxes, equivalent to the FOVs, to cover the target cells with
predetermined resolution (Fig. 1b). The mathematical models are for-
mulated as follows:

Let B⊂R2 be a bounding box, and without loss of generality, it can
be expressed as
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where a and b refer to its length and width, respectively. A finite
number of polygons from the recognized cells are represented as
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where the union of points x y( , )ik ik are the points contouring the
shape of polygon Ki; n is the total number of polygons to be
covered. For each polygon Ki, the vertices are defined as

… …x y x y x y x y{( , ), ( , ), , ( , ), , ( , )}i i i i ik ik iI iI1 1 2 2 k k . Since both translation and
rotation are considered, a 1-by-3 transformation vector u is set up, with
three entries (θ, px, py):
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where θi, pxi, pyi refer to angle of rotation, horizontal translation and
vertical translation, respectively. A feasible solution ui exists if polygon
Ki is covered by bounding box B. For x≠ y, multiple polygons can be
possibly contained in a same transformed bounding box (ux=uy). By
introducing ui, the set for bounding box B updates to:
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Where Bj is the transformed bounding box for each transforming Tj; m is
the total number of transformation. For x≠ y, ≠B Bj jx y which means
that these two transformed bounding boxes are located in different
positions. Each bounding box is assumed to be distinct in terms of its
geometry position. The aim is to transform the given bounding box to
cover all the required polygons with the minimized number of trans-
formations m, which is equivalently to fulfil the following equation:
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The geometric planning is governed by the derived transformation ui.
Since only two-dimensional motion is concerned, the relationship be-
tween the original coordinate vector x y( , ) and transformed vector

′ ′x y( , ) is expressed in the following equation:
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where T is the transformation matrix made by a 3-by-3 matrix. θ, px and
py are the components of transformation vector u as defined in Eq. (3).
A subscript j on transformation matrix T, represented as Tj, refers to j-th
transformation matrix and bounding box Bj. This set covering problem
is also equivalent to transforming polygons into a bounding box centred
at the origin (Fig. 1b). In this case, the inverse matrices T−1 determine
the actual stage movements.

It is evident that a polygon can be covered if all its vertices are
covered with the bounding box after transformation. The transformed
vertices ′x y( , ')should satisfy the following inequalities:

′ = − + ≤x θ x θ y p a(cos ) (sin )
2x (7)
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