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Abstract: With the unstructured grid, the Finite Volume Coastal Ocean Model (FVCOM) is converted from its original FORTRAN 
code to a Compute Unified Device Architecture (CUDA) C code, and optimized on the Graphic Processor Unit (GPU). The proposed 
GPU-FVCOM is tested against analytical solutions for two standard cases in a rectangular basin, a tide induced flow and a wind 
induced circulation. It is then applied to the Ningbo’s coastal water area to simulate the tidal motion and analyze the flow field and 
the vertical tide velocity structure. The simulation results agree with the measured data quite well. The accelerated performance of 
the proposed 3-D model reaches 30 times of that of a single thread program, and the GPU-FVCOM implemented on a Tesla k20 
device is faster than on a workstation with 20 CPU cores, which shows that the GPU-FVCOM is efficient for solving large scale sea 
area and high resolution engineering problems. 
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Introduction 

The parallel computational schemes and the large 
scale, high resolution climate and ocean simulation 
models see a rapid development. The traditional CPU 
parallel algorithms for large scale ocean simulations 
are generally performed by the domain decomposition, 
where the domain is divided into many sub-domains 
with each sub-domain dealt by a different processor 
using distributed or shared memory computing. These 
parallel computational ocean models are mostly based 
on the Message Passing Interface (MPI) library, re- 
quiring High Performance Computing (HPC) clusters 
to realize the high computational capacity. Therefore, 
the high performance is difficult to achieve without 
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access to HPC computers. 
In recent years, microprocessors based on a single 
Central Processing Unit (CPU) have greatly enhanced 
the performance and reduced the cost in computer 
applications[1,2]. However, the increase of the CPU 
computing capacity is limited due to heating and 
transistor density limitations. However, the CPU is not 
the only processing unit in the computer system. The 
Graphic Processor Unit (GPU) is initially used for 
rendering images, but is also a highly parallel device[3]. 
The GPU’s main task remains rendering video games, 
which is achieved by a fine gained parallelism for 
pixels rendered with a large number of micropro- 
cessors. Multiple threaded processors, and particularly, 
the GPUs, have enhanced the floating point perfor- 
mance since 2003[4]. NVIDIA provided a GPU 
computing Software Development Kit (SDK) in 2006 
that extended the C programming language to use 
GPUs for general purpose computing. The ratio be- 
tween multiple core GPUs and CPUs in the floating 
point calculation throughput is approximately 10:1 in 
2009, i.e., the multiple core GPUs could reach 1 
teraflops (1 000 gigaflops), while CPUs could only 
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reach 100 gigaflops. Figure 1  shows that with the 
GPU Computing Accelerator, NVIDIA Tesla K40M, 
the double precision floating point performance has 
now reached 1.68 Tflops. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.1(a) Floating point operation performance  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1(b) Memory bandwidth for the CPU and GPU 
 

A number of programs and applications have 
been ported to the GPU, such as the lattice Boltzmann 
method[5], Ansys[6], and DHI MIKE. The use of the 
GPU devices was also explored for ocean and atmos- 
phere predictions[7,8]. Michalakes and Vachharajani[9] 
proposed a Compute Unified Device Architecture 
(CUDA) C based weather prediction model. They 
achieved a twenty-fold speedup (by using NVIDIA 
8800 GTX) compared to a single-thread Fortran 
program running on a 2.8 GHz Pentium CPU[9]. Most 
existing climate and ocean models are only accele- 
rated for specific loops using the open accelerator 
application program interface (OpenACC-API) or 
CUDA Fortran, therefore these GPU accelerated 
models have achieved limited speedup. Horn imple- 
mented the GPU to a moist fully compressible atmos- 
pheric model [10]. Xu et al. [11] developed the Princeton 
Ocean Model POM.gpu v1.0, a full GPU solution ba- 
sed on MPI version of the Princeton Ocean Model 
(mpiPOM). POM.gpu v1.0 with four GPU devices can 
match the performance of the mpiPOM with 408 
standard CPU cores. However, they were unable to re- 
solve the complex irregular geometries of tidal creeks 
in an estuarine application[12]. Keller et al.[13] deve- 

loped a GPU accelerated MIKE21 to solve 2-D 
hydrodynamics problems, and the latest DHI MIKE 
(2016) supports the GPU based 3-D hydrodynamic 
parallel computing. 

The objective of this work is to reduce the com- 
putation time for the unstructured grid, Finite Volume 
Coastal Ocean Model (FVCOM) with a CUDA C 
parallel algorithm. The CUDA is a minimal extension 
of the C and C++ programming languages, and allows 
a program to be generated and executed on GPUs. 

With the FVCOM parallel version, we demon- 
strate how to develop a GPU based ocean model 
(GPU-FVCOM) that runs efficiently on a professional 
GPU. The Fortran FVCOM is first converted to the 
CUDA C, and optimized for the GPU to further im- 
prove the performance. 

In this work, the GPU-FVCOM performance is 
tested for two standard cases in rectangular basins 
with different grid numbers and devices, and then 
applied to the Ningbo coastal region. Particular atten- 
tion is paid to the tidal current behavior, including the 
current velocity and the time history of sea levels. 
 
 
1. Unstructured grid, finite volume coastal ocean 
  model 
    The FVCOM is a prognostic, unstructured grid, 
finite volume, free surface, 3-D primitive equation 
coastal ocean circulation model jointly developed by 
UMASSD-WHOI. To solve the large scale sea area 
and high grid density problem, the METIS parti- 
tioning libraries are used to decompose the domain, 
and to implement the explicit Single Program Multiple 
Data (SPMD) parallelization method to the FVCOM[14]. 
The FVCOM has also been used in a wide range of 
engineering problems[15-19]. 
    In the horizontal direction, the spatial derivatives 
are computed using the cell vertex and cell centroid 
(CV-CC) multigrid finite volume scheme. In the ver- 
tical direction, the FVCOM supports the terrain follo- 
wing sigma coordinates. The 3-D governing equations 
can be expressed as: 
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